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Abstract

Wireless technologies are nowadays being considered for implementation in

industrial automation. However due to strict reliability and timeliness re-

quirements of time-critical applications, there are many open research chal-

lenges for the merger of wireless technologies with the industrial systems.

Although many medium access and control (MAC) protocols are proposed

in recent years, a coherent e↵ort on both the physical and MAC is needed.

In this paper, we propose a protocol termed as multiple equi-priority MAC

(MEP-MAC) which combines the functions of MAC and physical layers: the

MAC layer ensures a deterministic behavior of the system by assigning priori-

ties to the nodes, while non-orthogonal multiple access (NOMA) at the phys-

ical layer enables multiple nodes of equal priorities to simultaneously gain the

channel access and transmit data to the gateway. We adapt a discrete-time

Markov chain (DTMC) model to handle multiple nodes of equal priorities

and perform the analytical analysis of the proposed protocol. The results

show that the proposed protocol can provide upto 70% and 40% improve-

ment in terms of system throughput and latency respectively as compared

to a system that does not leverage NOMA at the physical layer. We then

extend our work for a multi-hop scenario in which not all nodes are in vicin-

ity of the gateway. Such nodes leverage multi-hop to transmit their data to
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the gateway. We modify the DTMC to model this multi-hop scenario and

perform the analytical analysis in terms of system throughput and worst-case

latency.
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Chapter 1

Introduction To Thesis

1.1 Internet of Things

The concept of Internet of Things (IoT) has become a hot topic for research

in recent years. It involves billions of heterogeneous devices communicating

with each other. IoT will empower such devices with many new capabilities

[2–4]. It will equip objects of everyday use with capabilities of identifica-

tion, sensing, processing and networking. Ultimately, IoT enables devices

are context-aware [5–7], intelligent [8, 9] and ubiquitous [10–12].

The concept of IoT is not new. The use of technologies such as wireless

sensor networks [13] and RFID in industrial and manufacturing fields [14]

has been around for a long time. The concept of machine-to-machine (M2M)

communication [15, 16] is also common, as it is one of the main concepts

of internet where servers and clients communicate with each other without

any constant human intervention. IoT, however, is the evolution of these

technologies in terms of number and type of devices as well as interconnection

1
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Figure 1.1: The evolution of IoT related technologies

between networks of such devices. Figure 1.1 RFID has mainly been limited

to industrial domain and M2M communication has been limited to computing

devices such as servers, desktops, laptops and smartphones etc. IoT proposes

to attach technology to objects of everyday use such as home appliances,

medical appliances, agricultural appliances, which were not designed to be

intelligent. Moreover, IoT also proposes to interconnect such devices over

the internet. For example, RFID was used to track the products through

certain phases of the supply chain. However, the product tracking was not

possible as it left the retail store. IoT promises to enable traceability of the
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product throughout its entire lifecycle by connecting it over the internet. [1]

shows how the IoT related technology has evolved over the years.

1.2 Thesis Contribution

Main contributions of this thesis are listed below:

This thesis presents a new cross-layer protocol termed Multiple Equi-

Priority MAC (MEP-MAC), which combines the functions of physical

and MAC layers to ensure real-time performance.

To this end, we develop a stochastic theoretical model which can be

utilized to analyze the performance of the system in terms of system

throughput and latency. Furthermore, we also analyze how the perfor-

mance of our proposal is impacted under non-ideal physical conditions.

We also carry our research work for Multi-Hop network, in which not

all nodes can directly communicate with the central gateway. Such

nodes then leverage multi-hop communication and forward their data

to another node, which can directly reach the gateway. That node then

relays information to the gateway.

We develop a theoretical stochastic model for multi-hop communication

to analyze the performance in terms of system throughput and worst-

case latency.
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1.3 Structure of the Thesis

The rest of the thesis as organised as follows. Chapter 2 provides the litera-

ture review for concepts on which this thesis is based, which include Internet

of Things (IoT), industrial automation and Non Orthogonal Multiple Ac-

cess (NOMA). Chapter 3 discusses the MEP-MAC protocol. For the system

model, we develop a Discrete Time Markov Chain (DTMC) using which we

form equations for transition and steady-state probabilities. These probabil-

ities are then used for mathematical analysis in terms of system throughput

and worst-case latency. In Chapter 4, we discuss communication of nodes

with the central gateway in a multi-hop scenario where not all nodes are in

a reachable distance from the gateway. Data from such nodes is sent to the

gateway via multi-hop. For the system model, we modify the DTMC model

for the multi-hop scenario, using which we form equations for transition and

steady state probabilities. We then use these equations to analyze the sys-

tem performance using parameters, which include system throughput and

worst-case latency. The thesis is concluded in Chapter 5, with some future

directions mentioned.



Chapter 2

Literature Review

2.1 Industrial IoT (IIoT)

The concept of IoT can be extended to industrial and manufacturing domain,

and in recent years there has been growing interest in IoT for industrial

applications [17]. Research on IIoT is still premature but there are many

areas where it can be utilized such as environment monitoring, healthcare,

production management, transportation, security & surveillance and Fast

Moving Consumer Goods (FMCG) supply chain [18–21]. Some of the above

mentioned use-cases of IIoT are discussed below.

In healthcare, many benefits can be reaped from the use of IoT. All the

medical equipment and appliances can tracked and maintained relatively eas-

ily. As IoT devices are globally connected, all healthcare related information

such as logistics, finance, therapy, medication, daily activity and diagnosis

can be shared and maintained very easily [22–24]. The IoT based healthcare

services can be personalized and mobile [25]. However, security and privacy

5
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still remain a challenge in this domain.

IIoT can help in simplifying a rather complex FMCG supply chain [26],

which involves complex operations in quality management, operational e�-

ciency and stakeholder management. The complete setup can be divided into

three parts; field devices, infrastructure network and communication inter-

faces. As IoT o↵ers ubiquitous networking, all the elements of the setup can

be distributed and data obtained from every element can be mined and used

for analytics. The IoT enables are also able to sense and process information

which can be collected and used for analysis.

IoT can play a significant role in transport and logistics domain. In the

logistics industry, more and more physical objects are equipped with RFID

tags and sensors, which allows companies to track and monitor the product

throughout the supply chain, which includes manufacturing, shipping and

distribution [27]. IoT can also provide various promising solution for evolu-

tion of transportation services. This can include proper utilization of parking

space, for vehicle tracking and monitoring and predicting its upcoming loca-

tion based on the current route information. There has been a lot of research

going on for driver-less cars. Companies such as Tesla and Google are spear-

heading the research in this domain and in a few years time, we may see

driver-less cars on the road, which can automatically detect pedestrians and

obstacles and take evasive maneuvers to avoid collisions.[28–30].
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2.2 Non-Orthogonal Multiple Access (NOMA)

The NOMA technique allows the gateway to service multiple nodes at same

time, frequency and code but di↵erent power levels. The gateway allocates

higher power to the node having weaker channel conditions and lower power

to the node with stronger channel conditions. The gateway then receives a

superimposed signal and uses a technique known as successive interference

cancellation (SIC) to decode the data of the nodes. It first decodes the data

of the node which had stronger channel conditions and treats the data of the

other node as noise. After successful decoding, this information is subtracted

from the received superimposed signal to decode the data of the other node.

[31–42]



Chapter 3

Wireless Mediation for

Equi-Priority Nodes

In this chapter, we propose a protocol termed as multiple equi-priority MAC

(MEP-MAC) which combines the functions of physical and MAC layers to

ensure real-time performance. At the MAC layer, MEP-MAC ensures that a

deterministic channel access is provided by prioritizing the channel access for

every node. At the physical layer, it leverages the non-orthogonal multiple

access (NOMA) technique [43], which allows more than one node to concur-

rently communicate with the central gateway in a transmission slot. As a

result, multiple nodes having data of the same significance can be awarded

simultaneous channel access. We develop a stochastic theoretical model for

the proposed improvement which can be utilized to analyze the performance

of the system in terms of throughput and latency. We show that the proposed

protocol results in significant improvement in the system performance. Fur-

thermore, we also analyze how the performance of our proposal is impacted

8
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Figure 3.1: Mediation process as seen from the gateway

under non-ideal physical conditions.

3.1 System Model

Considering a centralized control mode is commonly in place in industrial

applications, we assume a star topology in which the network nodes are con-

nected to the central gateway. The network nodes can be industrial devices

such as sensors and actuators. It is assumed that all the nodes are within

a detection range of each other. Before any data transmission, each node

transmits channel access request to the gateway on a pre-assigned orthog-

onal frequency. The gateway acts as a mediator and decides the channel

access priority of each node. The node with the highest priority is granted

channel access immediately while the remaining nodes wait for a determin-

istic time before channel access is granted. The signaling used for channel

access request is assumed to be as minimal as possible to ensure that delay

experienced by the highest priority node is minimal. Fig. 3.1 shows the com-

plete process with respect to the gateway. The mediation process repeats

after each node has transmitted its data in order to handle the new users.

In our proposal, we consider that multiple nodes can access the channel

simultaneously given that they have the same priority. To this end, we avail
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their transmissions. If a node belongs to N

i

, it can immediately start its

signaling to the gateway. However, if a node belongs to N

g

, then it must

sense its pre-assigned frequency for its availability. Although all the nodes

of equal priority will use the same frequency for data transmission, only one

node can utilize the frequency at a time to send the channel access request.

Therefore, the frequency is allocated to the node on first come first serve

basis. The rest of the nodes will wait until the frequency becomes available:

that is, the channel energy condition is C

i

 C

th

satisfied by continuously

sensing the channel where C

th

denotes the channel energy threshold. It is

also pertinent to mention here that the requests are small enough that all the

nodes belonging to N
g

are able to communicate their requests to the gateway.

This whole process is highlighted in Fig. 3.2 in a dotted red box, and labeled

as multi-node signaling block. The gateway successfully receives the channel

access requests from the nodes of both groups if the amplitude of the request

signal X
n

surpasses the minimum threshold X

th

that is pre-defined at the

gateway.

After the sequence in which nodes will access the channel is decided,

node(s) having the highest priority will immediately access the channel and

complete the transmission while the remaining nodes wait for their turn.

Let WC denote the waiting cycles that a particular node has to wait before

accessing the wireless medium. We define ⇤(F )0 as a subset of ⇤(F ) which

includes frequencies assigned to the nodes that are in waiting. The ⇤(F )0 is

decremented by one after each mediation cycle. This implies that at the end

of each cycle, all nodes associated with frequency f

i

will be served and hence,

f

i

will be removed from subset ⇤(F )0. The complete flow of the MEP-MAC
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Figure 3.3: Markov decision process (MDP)

protocol is shown in Fig. 3.2.

Note that until WC > 0, the node(s) stay in OFF state. When WC = 0,

the node(s) will go into active state and if there are no nodes with higher

priority in the system, then channel will be made available. Otherwise, the

nodes revert back to OFF state.

3.2 Mathematical Formulation

We use a two-state Markov decision process (MDP) of the form {s
t1 , st2} to

model the system. The state s

t1 represents the inactive state and a node is

in this state when the wireless medium is busy, i.e., the channel is allocated

for data transmission to a higher priority node or a group of nodes. In case

of a group of nodes, the priority of each node in the group will be the same

and they will communicate with the gateway at the same frequency using

NOMA. The state s

t2 represents the active state of a node. The state is

reached when WC = 0 and the medium is available for data transmission.

The nodes are also in state s

t2 while sending out requests for channel access

to the gateway.

Fig. 3.3 shows the symbolic depiction of the two-state Markov decision

process. The probability to switch from s

t1 to s

t2 is denoted by �. The
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probability to stay in state s

t1 is denoted by �. The nodes will stay in state

s

t1 if there are multiple waiting cycles involved or if higher priority nodes have

reserved multiple data transmission slots for data transmission. However, in

this paper, we assume that all nodes have the same packet size and it can be

transmitted in a single slot.

The probability to switch from s

t2 to s

t1 is denoted by ↵. A node will

go in state s
t1 after completing the data transmission. The nodes with lower

priorities will move to state s
t1 while the channel is occupied by higher prior-

ity node(s). On the other hand, ↵ is the probability to stay in state s
t2 . The

node(s) with the highest priority will stay in state s

t2 after the gateway has

completed the channel access mediation, and will start data transmission.

We assume a fixed amount of nodes N in the network. In case of mul-

tiple equi-priority nodes, there can be many combinations and therefore,

it is not possible to model the system by a generic discrete time Markov

chain (DTMC). In order to develop a tractable discrete-time Markov chain

(DTMC) model, we consider a 5-node example scenario in which the second

and third nodes have the same priority and will transmit their data at the

same frequency simultaneously by using NOMA. For comparison, we also

consider the case in which each node is handled separately i.e. NOMA is not

used. Fig. 3.4 shows the DTMC for above-described example.

The DTMC is described by four di↵erent states of the nodes, namely

active
n

, inactive
n

, waiting(j)
n

and data
l

, where n is the nth node and l is

the time slots in the maximum packet transmission duration L and j is

the waiting stage of a node. The jth waiting stage will fall into the set

[0, 1, .., n� 1� k] where n = [1, 2, .., N ] and k is an integer that increments
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P{mathrmactive

n

|inactive
n

} = � (3.1)

P{inactive
n

|active
n

} = ↵ (3.2)

P{waiting(j�1)

n

|waiting(j�2)

n

} = � (3.3)

P{data
l

|active
n

} = µ (3.4)

The states and probabilities in Fig. 3.4 shown in dotted red exist if

NOMA is not considered. Furthermore, it can be seen that every node has

an additional waiting stage compared to the previous node which reflects the

fact that each node will be independently given channel access. However,

when NOMA is involved, multiple nodes can have the same number of states

which implies that these nodes have been assigned the same priority for

channel access and will transmit simultaneously.

We define the p-step probability to transition from active
n

state to waiting(j)
n

state in p steps as w
nj

which is defined as

P{waiting(j)
n

|active
n

} = w

nj

(3.5)

The probability transition matrices for 5-node example are defined below.

The matrix to the left implies that NOMA is not considered at the physical

layer. However, the matrix is modified to the one on the right when MEP-

MAC is implemented. With reference to Fig. 3.4, nodes 2 and 3 are sharing

the same priority and will simultaneously access the medium. Therefore, one

mediation cycle will be reduced for nodes 4 and 5 as reflected by the matrix
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Eq. 4.7 can be generalized to n-step transition probability as

w

nj

= P{active
n

}⇥

8
><

>:

(n�1
j )X

a=1

0

@
Y

fk✏r(a)

P{inactive
n

}

1

A

9
>=

>;
, (3.7)

where P{active
n

} and P{inactive
n

} are the steady state probabilities of be-

ing in active and inactive states respectively. The steady state probability

P{active
n

} will be di↵erent with respect to nodes. The node(s) having the

highest priority will have the channel access immediately after priority has

been mediated by the gateway. Hence, there will be no waiting time for

such node(s). On the other hand, the nodes that are placed in the queue

will have to go through some waiting time before getting channel access.

Moreover, nodes having same priority will have equal values for P{active
n

}

and P{inactive
n

}. These steady state probabilities can be mathematically

described as [44]

P{active
n

}=

8
>>>>>>><

>>>>>>>:

↵�

↵� + (↵�L+ �)µ
1

+ ↵

2

, i = 1

↵�

↵� + (↵�L+ �)µ
2

+ ↵

2

, i = 2

↵�

↵�+(↵�L+�)µ
i

+↵

2+↵#

i

, 3 iF

(3.8)

P{inactivej
n

}=P{active
n

}
⇢
1+

n�1�kX

j=1

✓
1+

✓
1��

�

◆
j

◆�
(3.9)

The above equations are categorized using frequency f
i

, i 2 ⇤(F ) for nth node

as there can be multiple nodes over a single frequency. Hence for all such

nodes, P{active
n

} would be the same. The F denotes the highest frequency
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available for the transmission, and #

i

is a stochastic variable that models the

waiting process of the nodes in line for channel access

#

i

=
n�1X

j=2

w

nj

j�2X

k=0

✓
1� �

�

◆
k

, (3.10)

while µ

i

is the probability to go from state active
n

to state data
l

. This

implies that node(s) that were previously in the waiting state have the highest

priority amongst all nodes and can now access the channel for transmitting

data. It can be found as

µ

i

= ↵�
n�1X

j=1

w

nj

(3.11)

3.3 Performance Analysis and Results

The performance analysis of the proposed protocol is performed by evaluat-

ing the throughput and latency of the system. The parameters defined by

IEEE 802.15.4 MAC-sub layer are used to validate the performance and the

results have been compared with NOMA-less scenario. Table 3.1 shows the

parameters that are utilized for analysis.

3.3.1 System Throughput

The system throughput is defined as the ratio of transmission of payload bits

to the total number of bits transmitted in a transmission slot. According to

[45], the system throughput (S) can be determined as

S =
P

tr

P

s

R

avg

E[T
payload

]

P

tr

P

s

E[T ] + P

tr

P

s

E[T
queue

] + P

tr

E[T
n

]
, (3.12)
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Table 3.1: System Parameters for MEP-MAC
Parameter Description Value

r Data rate for single node 250 kbps
P Packet payload size 960 bits
T

p

Payload transmission time 3.84 ms

T

arb

Mediation Phase 10 ms

T

startup

Startup time 352 µs

� Turn around time 192 µs

T

Tx

Time to transmit channel access request 352 µs

T

Rx

Time to receive gateway’s decision 640 µs

T

phy

Physical layer header duration 192 µs

T

mac

MAC layer header duration 224 µs

T

n

Non transmission time 320 µs

where E[T
payload

] is the mean time for packet payload transmission, E[T ]

is the mean time for the transmission of whole packet, E[T
queue

] is the mean

waiting time for a node if ⇤(F )0 6= 0, which implies that there are higher

priority nodes in the queue. Also, E[T
n

] is the mean non-transmission time.

The probability P

tr

determines how the medium can be randomly occupied

by the nodes for transmission, P
s

is the probability that the transmission

on the channel is successful and R

avg

is the average transmission data rate.

As the packet sizes are equal for all nodes, R
avg

= r (see Table 3.1). The

probabilities P
tr

and P
s

are given by [44]

P

tr

= 1�
NY

i=1

(1� µ

i

P{active
n

}) (3.13)

P

s

=

P
N

j=1

⌧

j

⇣Q
N

i=j+1

(1� µ

i

P{active
n

})
⌘

P
tr

, (3.14)

where ⌧

n

= µ

n

P{active
n

} = P{data
L

} for 1  n  N .

Fig. 4.4 shows the performance of the protocol in terms of system through-
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put with respect to � which is the probability that a particular node has

some data to transmit. We utilize the 5-node example discussed before to

observe the performance. It can be clearly seen that as the total number

of transmission slots reduce, the system throughput improves. In the fig-

ure, the percentage slots depict the amount of slots utilized when NOMA

is employed, as compared to the simple case where NOMA is not employed.

Without NOMA, each user utilizes one timeslot to transmit data to the gate-

way. Whereas, NOMA allows multiple users to transmit simultaneously on

a single timeslot, and thus the number of required timeslots is reduced. For

instance for our 5 user case, the required timeslots with two equal priority

users is 80% of total timeslots (i.e. 5 total timeslots). For the case of three

equal priority users, the required time slots is 60% of total timeslots. There-

fore, as can be observed from the figure, by employing NOMA the system

throughput improves. Also, it can be observed that as � increases, the prob-

ability of transmission over the channel increases which in turn improves the

system throughput.

Fig. 4.5 shows that as the number of nodes increase, the system through-

put improves. Due to increased number of nodes requesting channel access,

probability of channel occupancy will also increase. Furthermore, with the

increased number of nodes, the probability of the channel to be successfully

assigned to a node also increases. As a result, the system throughput im-

proves. For instance at N = 20, MEP-MAC improves the system throughput

approximately by 27% when 80% timeslots are used and by 68% when 60%

of timeslots are used.

In Fig. 4.5, the results shown by solid lines are found by assuming NOMA
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Figure 3.5: System throughput for the users N = 5
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Figure 3.7: Latency vs. number of nodes

is perfectly executed. However, there can be many factors that will a↵ect the

execution of NOMA such as imperfections in decoding the data of users at the

gateway and channel conditions. The degree to which there are imperfections

in NOMA are depicted by the percentage e�ciency. The lower the e�ciency,

higher will be the degree of imperfections in NOMA. The dotted curves

show how the system throughput is impacted as the imperfection in NOMA

increases. The graph also shows that there is a certain threshold above which

the use of NOMA can be beneficial. However, if the threshold is not met,

then the MEP-MAC fails and its better not to use NOMA at the physical

layer.
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3.3.2 Latency

Every node will experience some inevitable delay before getting channel ac-

cess for data transmission as nodes transmit channel access requests to the

gateway. The request phase consists of two main parts, i.e., 1) time for send-

ing out the request to the gateway for channel access which is denoted by T

Tx

;

2) time in reception of the decision taken by the gateway which is denoted by

T

Rx

. There is also a turn around time � to switch between transmission and

reception. For nodes that have to go through a waiting stage also experience

some waiting time T
waiting

(n)(n�1�k)T
s

which shows that the waiting time

for a node is dependent upon the number of slots that it has to wait. With

MEP-MAC, the number of waiting slots for any nth node will be less than

the number of nodes having higher priority. The factor k caters for this as it

increments for each node by (m� 1), where m denotes the number of nodes

having same priority and hence, will be served in same transmission slot.

For simplicity, we assume that all the data packets are of the same size

i.e., E[T
payload

] = T

payload

. For the analysis, we require the corresponding

values of E[T ] and E[T
queue

] which are

E[T ] = T

startup

+�+T

Tx

+�+T

Rx

+�+E[T
data

], (3.15)

E[T
queue

] = T

queue

= T

arb

, (3.16)

where T

queue

is the time during which the channel is occupied. E[T
data

] can
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be segregated using the equation

E[T
data

] = T

phy

+ T

mac

+ E[T
payload

], (3.17)

Fig. 3.7 shows the impact of reduced transmission slots. It can be clearly

observed that the latency reduces as the number of transmission slots reduce.

For N = 20, MEP-MAC reduces the overall latency by 20% when 80% of

timeslots are used and by 41% when 60% of timeslots are used. It is important

to note here that overall system latency stays the same for any combination of

nodes. However, latency experienced by individual node may vary depending

on how the higher priority nodes are sequenced.



Chapter 4

Wireless Mediation for

Multi-Hop Networks

Abundant literature is available on scheduling schemes for industrial appli-

cations. Authors of [46] provide a TDMA based scheduling mechanism for

multi-hop wireless network while ensuring minimal delay. The algorithm first

finds the transmission order of the network using integer programming while

ensuring minimal delay in scheduling. Then, use conflict graphs with the

transmission order to ensure that the scheduling is conflict-free. The work

in [47] uses TDMA and slotted aloha in tandem for optimal scheduling in

single-hop wireless network. Each timeslot is booked for a dedicated user

or a group of users. The group of users on the same timeslot operate using

slotted Aloha. This heuristic algorithm tries to maximize the probability of

packets received at the destination by optimizing timeslot allocation to users

or a group of users and compares it with the optimal schedule evaluated.

The work in [48] studied scheduling problem in TDMA-based wireless

25
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sensing and control networks. The physical network nodes are organized as

logical hypernodes, which form a hypergraph. The scheduling is divided in

dedicated and shared slot scheduling, where the former decides the number

of timeslots for packet transmission to the destination, while the latter al-

lows packets to share their allocated timeslots to further improve end-to-end

reliability.

As evident from the literature cited above, most scheduling schemes are

TDMA based. In case of time-critical industrial applications, in an event of

emergency, the respective critical packets will have to wait for allotted times-

lots to transmit the information rather than being serviced on priority. This

is unacceptable for applications with stringent time constraints. By reserv-

ing an emergency slot to cater for above-mentioned situations, the channel

utilization will be reduced, as the slot will go unutilized when there is no

emergency data [49]. Although many real-time MAC protocols have been

designed to cater for this problem. However, such protocols only reduce the

data processing time between transmitter and receiver rather then reacting

to the emergency situations.

WirArb [44] is a MAC protocol, specially designed to cater for harsh in-

dustrial environments, while ensuring deterministic channel access for nodes.

By using WirArb in industries, a central gateway can control data reception

from nodes by assigning priorities to network nodes. Hence, each node will

have to wait for a deterministic time before getting channel access. The pro-

tocol gives improved results in terms of overall system throughput, worst-

case latency and bandwidth e�ciency, when compared with conventional

techniques such as TDMA.
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The above protocols however, does not consider nodes that are not in

vicinity of the gateway but are part of the network. Such nodes can only

reach the gateway by leveraging multi-hop communication. They must trans-

mit their data via another node, termed as relay node, which must be within

a reachable distance from the gateway. The relay node then forwards the

data to the gateway. Hence, in this chapter, we research on multi-hop com-

munication while not using TDMA as our basis for scheduling. We develop

a theoretical stochastic model for multi-hop communication to analyze the

performance in terms of system throughput and worst-case latency.

4.1 System Model

We assume a star topology with central control such that all nodes connect

to a gateway residing at the center. The gateway decides the order by which

it will receive data from the nodes. Nodes can be industrial devices such

as sensors and actuators that send data to the gateway containing impor-

tant information or statistics about the network. Because of time-critical

nature of the industry, this communication has to be deterministic rather

than stochastic. Hence, the gateway is responsible to ensure that every node

communicates with in a specified time slot. To achieve this, the gateway re-

ceives channel access request from every node before the actual transmission.

The data received by the gateway contains an identifier that indicates the

level of priority with which a particular node wants channel access for data

transmission. Each node that has sent a request for channel access to the

gateway will indicate the urgency of its data through an identifier. The gate-
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way uses this information to assign priorities to each node for channel access.

This phase of communication is termed as the decision phase. Immediately

after the end of the decision phase, the node having the highest priority will

start accessing the channel and transmitting its data to the gateway while

the remaining nodes will wait for some pre-determined time before getting

their channel access. This phase of communication is termed as data trans-

mission phase. The signaling done during the decision phase is as minimal as

possible to make sure that the highest priority node can get channel access

as quickly as possible.

The process however, is not as straight forward as described above. In

this work, we also assume that not all nodes are within reachable distance

from the gateway. Some nodes cannot directly transmit their data to the

gateway due to larger distances. Such nodes must transmit data in a multi-

hop manner by sending their data to the nearest node, which must also be

within the vicinity of the gateway. That node will then relay information to

the gateway.

For simplicity, we assume that nodes are distributed in tiers, as shown

in Fig. 4.1. Tier 1 nodes can directly communicate with the gateway as

they are within a reachable distance whereas tier 2 nodes are at distances

larger than the threshold distance for direct communication. Such node will

transmit their data via two-hop communication. A tier 2 node sends out

its channel access request to the gateway. However, it will not receive any

acknowledgement from the gateway, as the request was not delivered. Hence,

after waiting for some known time, the node will broadcast a short burst

requesting for a collaboration with a tier 1 node. It will partner with a tier
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1 node whose response was received in the shortest time. It is pertinent to

mention here that this procedure will take place only when network discovery

occurs for the first time. For the subsequent decision and data transmission

phases, this information will remain the same.

Figure 4.1: Users distribution in tiers

Fig. 4.2 shows a flowchart, which explains the complete process from the

start of decision phase until the end of data transmission phase. The power

of the request signal X
n

of nth node must be greater than the threshold power

X

th

, so that it can be detected by the gateway. After receiving channel access

requests from all the nodes, gateway performs decision-making and assigns

priorities to each user. This information is disseminated to all the nodes,

which then either immediately access the channel or wait for their turn. WC

denotes the waiting cycles that a particular node has to wait according to its

assigned priority. We define ⇤0 as a subset of ⇤ which includes frequencies

assigned to the users in waiting. The ⇤0 is decremented by one after a node
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4.2 Mathematical Formulation

There are two main states in which a node can be during the process, active

state and inactive state. Hence, we use a two state MDP to mathematically

formulate our system model. A node is in active state when it is commu-

nicating with the gateway for data transmission, i.e., when its WC = 0. A

node can also be in this state while sending out channel access request to the

gateway. A node will go to active state from inactive state with a probability

�. A node is in inactive state while waiting for its turn to access the medium

or after finishing transmitting data to the gateway or if it is not in contention

for channel access. A node will go in inactive state with probability ↵. A

node stays in inactive state if WC > 1, which implies that there are multiple

nodes having higher priority or the preceding nodes have reserved multiple

time slots each for data transmission to the gateway.

We assume fixed number of K nodes where there are N tier 1 and M tier

2 nodes such that K = N +M . As there can be a large number of scenarios

for channel access of nodes, therefore, if it not possible to model the system

by a generic discrete time Markov chain (DTMC). Hence, in this paper, we

consider a 5-node example in which N = 3 and M = 2. The DTMC for the

above-mentioned scenario is depicted in Fig. 4.3.

The DTMC is described by the following four di↵erent states as shown

in the figure:

1. Inactive state denoted by inactive.

2. Active state denoted by active

(x)

k

, where k denotes a user and x✏{1, 2},

x = 1 for tier 1 node and x = 2 for tier 2 node.
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immediately while the other nodes experience waiting cycle(s) as per prior-

ities assigned to them. As per the figure, tier 2 nodes go from active state

to relay state to send data to a tier 1 node which then forwards it to the

gateway. Eventually, each tier 2 node takes two transmission slots to send its

data to the gateway. Hence, DTMC can be transformed into the one shown

in Fig. 4.4

As every tier 2 node will first forward its data to a tier 1 node, it implies

that these tier 1 nodes will attempt to access the channel twice i.e. for its

own transmission and for forwarding the data of a tier 2 node. Hence for

simplicity, we can assume that there are K = N + 2M nodes. By utilizing

this assumption, we can simplify the DTMC as shown. The states and state

transition probabilities for tier 2 nodes are shown in red in Fig. 4.4. It can

be observed that there are two successive nodes having their states and state

transition probabilities in red. The first one shows that the tier 2 node has

sent data to its collaborative tier 1 node while the second one shows that the

tier 1 node has forwarded the information to the gateway.

The state transition probabilities between above-mentioned states can be

described as

P{active
k

|inactive
k

} = � (4.1)

P{inactive
k

|active
k

} = ↵ (4.2)

P{waiting
k(j�1)

|waiting
k(j�2)

} = � (4.3)

P{data|active
k

} = µ (4.4)
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This can be simplified into the matrix shown below, which can be found

using Fig. 4.4. The matrix elements shown in red correspond to the states

and state transition probabilities shown in red in Fig. 4.4.
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Each entry in the probability transition matrix can be found by evaluating

a possible set of combination of nodes. One-step transition probability can

be found as [44]

w

k1

= P{active
k

}⇥
k�1X

i=1

P{inactive
k

} (4.7)
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Eq. 4.7 can be generalized to n-step transition probability as

w

kj

= P{active
k

}⇥

8
><

>:

(k�1
j )X

a=1

0

@
Y

fi✏r(a)

P{inactive
k

}

1

A

9
>=

>;
, (4.8)

where P{active
k

} and P{inactive
k

} are the steady state probabilities of

being in active and inactive states respectively. The steady state probability

P{active
k

} will be di↵erent with respect to nodes. The node having the

highest priority will have the channel access immediately. Hence, there will

be no waiting time for such a node. On the other hand, the nodes that

are placed in the queue will have to experience delay in terms of waiting

cycles before getting channel access. These steady state probabilities can be

mathematically described as [44]

P{active
k

}=

8
>>>>>>><

>>>>>>>:

↵�

↵� + (↵�L+ �)µ
1

+ ↵

2

, i = 1

↵�

↵� + (↵�L+ �)µ
2

+ ↵

2

, i = 2

↵�

↵�+(↵�L+�)µ
i

+↵

2+↵#

i

, 3 iK

(4.9)

P{inactive(x)
kj

}=P{active
k

}
⇢
1+

k�1X

j=1

✓
1+

✓
1��

�

◆
j

◆�
(4.10)

#

i

is a stochastic variable which formulates the waiting process for nodes

which are in queue for channel access

#

i

=
n�1X

j=2

w

nj

j�2X

k=0

✓
1� �

�

◆
k

, (4.11)
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Table 4.1: System Parameters for Multi-Hop
Parameter Description Value

r Data rate for single node 250 kbps
P Packet payload size 960 bits
T

p

Payload transmission time 3.84 ms

T

arb

Mediation Phase 10 ms

T

startup

Startup time 352 µs

� Turn around time 192 µs

T

Tx

Time to transmit channel access request 352 µs

T

Rx

Time to receive gateway’s decision 640 µs

T

phy

Physical layer header duration 192 µs

T

mac

MAC layer header duration 224 µs

T

n

Non transmission time 320 µs

T

propagation

Propagation delay 3µs� 5µs
T

forwarding

Forwarding delay 192µs

while µ

i

is the probability to go from state active
n

to state data
l

. This

implies that node(s) that were previously in the waiting state have the highest

priority amongst all nodes and can now access the channel for transmitting

data. It can be found as

µ

i

= ↵�
n�1X

j=1

w

nj

(4.12)

4.3 Performance Analysis and Results

The performance analysis of the proposed protocol is performed by evaluating

the throughput and latency of the system. The parameters defined by IEEE

802.15.4 MAC-sub layer are used to validate the performance. Table 4.1

shows the parameters that are utilized for analysis.
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4.3.1 System Throughput

The system throughput is defined as the ratio of transmission of payload bits

to the total number of bits transmitted in a transmission slot. According to

[45], the system throughput (S) can be determined as

S =
P

tr

P

s

R

avg

E[T
payload

]

P

tr

P

s

E[T ] + P

tr

P

s

E[T
queue

] + P

tr

E[T
n

]
, (4.13)

where E[T
payload

] is the mean time for packet payload transmission, E[T ]

is the mean time for the transmission of whole packet, E[T
queue

] is the mean

waiting time for a node if ⇤(F )0 6= 0, which implies that there are higher

priority nodes in the queue. Also, E[T
n

] is the mean non-transmission time.

The probability P

tr

determines how the medium can be randomly occupied

by the nodes for transmission, P
s

is the probability that the transmission

on the channel is successful and R

avg

is the average transmission data rate.

As the packet sizes are equal for all nodes, R
avg

= r (see Table 4.1). The

probabilities P
tr

and P

s

are given by [44]

P

tr

= 1�
NY

i=1

(1� µ

i

P{active
n

}) (4.14)

P

s

=

P
N

j=1

⌧

j

⇣Q
N

i=j+1

(1� µ

i

P{active
n

})
⌘

P

tr

, (4.15)

where ⌧

n

= µ

n

P{active
n

} = P{data
L

} for 1  n  N .

Fig. 4.5 shows the analytical and simulation results for multi-hop com-

munication. The results in the figure are two-fold; the blue curve shows the

e↵ect on system throughput as Tier 2 nodes increase, while Tier 1 nodes are
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Figure 4.5: Users vs. System Throughput

constant. The results depict that as Tier 2 nodes increase, the overall system

throughput starts to deteriorate. This is because each Tier 2 node takes two

timeslots to transmit its data to the gateway, due to multi-hop communica-

tion. The contrasting results of the red curve depict that by keeping Tier

2 nodes constant and increasing Tier 1 nodes, the system throughput is im-

proved. Because each tier 1 node takes only one timeslot to transmit its data

to the gateway.

We also performed simulations and found the simulation results to match

the analytical findings.

Fig. 4.6 is the contour plot for the system throughput against number

of Tier-1 and Tier-2 users. From the graph, the system throughput of the

network can be extracted for any combination of Tier-1 and Tier-2 nodes.
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Figure 4.6: Contour plot of system throughput against di↵erent number of
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4.3.2 Latency

Every node will experience some inevitable delay before getting channel ac-

cess for data transmission as nodes transmit channel access requests to the

gateway. The request phase consists of two main parts, i.e., 1) time for

sending out the request to the gateway for channel access which is denoted

by T

Tx

; 2) time in reception of the decision taken by the gateway which is

denoted by T

Rx

. There is also a turn around time � to switch between trans-

mission and reception. For nodes that have to go through a waiting stage

also experience some waiting time T

waiting

(n) = (n � 1)T
s

which shows that

the waiting time for a node is dependent upon the number of slots that it

has to wait. T

propagation

is the propagation delay experienced by each node

in the network while delivering its data to the gateway and is modeled by a
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Fig. 4.7 shows the simulation results of delay experienced by a node. The

results shows how delay can vary for each node depending on the priority it

has been assigned by the gateway. The results show that the delay increases

as the number of total node increase. The increase is linear. However, when

tier 2 users are fixed and tier 1 users are increased, the average gradient is

lower. This is because for each additional tier 1 node, one timeslot is added.

However, for the case in which tier 2 nodes are increased, for each additional

tier 2 node, two timeslots are added. Hence, the increment in latency is

higher.

Fig. 4.8 shows the average worst-case latency experienced by a particular

node. It can be observed that the worst-case latency with increase in the

number of nodes in the network. The increase is higher when tier 2 users

increase in the network, while tier 1 users are fixed as compared to the vice-

versa case. The figure also shows the simulation results that almost match

the analytical findings.

Fig. 4.6 is the contour plot for the average delay against number of Tier-1

and Tier-2 users. From the graph, the average worst-case can be extracted

for any combination of Tier-1 and Tier-2 nodes.



CHAPTER 4. WIRELESSMEDIATION FORMULTI-HOP NETWORKS43

1 2 3 4 5 6 7 8 9 10

Nodes

20

40

60

80

100

120

140

A
ve

ra
g
e
 L

a
te

n
cy

 (
m

s)

Analytical, Tier-1 nodes = 5

Analytical, Tier-2 nodes = 5

Simulation, Tier-2 nodes = 5

Simulation, Tier-1 nodes = 5

Figure 4.8: Average worst-case latency. Analytical and simulation results

20

40

40

60

60

60

80

80

80

100

100

100

120

120

140

1 2 3 4 5 6 7 8 9 10

Tier-1 Nodes

1

2

3

4

5

6

7

8

9

10

T
ie

r-
2
 N

o
d
e
s

Latency (ms)

Figure 4.9: Contour plot of delay against di↵erent number of nodes in Tier-1
and Tier-2



Chapter 5

Conclusions and Future

Directions

In this thesis, we first proposed a cross-layer protocol MEP-MAC that jointly

exploits physical and MAC layer properties to allow multiple nodes having

the same priority to access the wireless medium simultaneously. The MAC

layer functionality of this protocol ensures that the most critical events are

allowed channel access immediately while other events wait according to their

urgency. At the physical layer, the protocol makes use of non-orthogonal mul-

tiple access (NOMA) technique to allow multiple nodes to access the channel

in the same transmission slot. The results show that MEP-MAC gives im-

proved results in the form of system throughput and latency. However, the

performance is subject to the physical channel conditions.

We then extended our work to multi-hop network where nodes that are

not in vicinity of the gateway forward their data to another node that relay

information to the gateway. Through mathematical analysis and simulation,
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we showed that the system performance is better when Tier 1 nodes are

higher in number than Tier 2 nodes.

5.1 Future Directions

As future works, we suggest the following:

1. To extend the proposed Multi-Hop protocol to support n-hop commu-

nication and optimization of performance parameters. Research will be

required for downlink communication as well, as gateway will also be

limited by distance.

2. Implement MEP-MAC on Multi-Hop scenario. The proposed MEP-

MAC protocol will be evaluated to cater for various combinations of

equal-priority nodes, including cross-tier nodes.

3. Evaluate the performance of proposed protocols with nodes having vari-

able sized packets for transmission.
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