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Abstract

Non orthogonal multiple access (NOMA) and mobile edge computing (MEC)

are evolving as key enablers for future fifth generation (5G) networks as this

combination can provide high spectral efficiency, massive connectivity, im-

proved quality-of-service (QoS), and lower latency. In this research, we aim

to minimize the transaction time difference of NOMA paired users, where

the users have disparate amount of data to send to the MEC servers, which

have variable computing capabilities. The transaction time includes both

the transmission time of data and the computational time of the servers.

The equalization of transaction time for paired users reduces the wastage of

both frequency and computational resources. The transaction time differ-

ence is minimized by optimizing the transmission power of the users and the

computational resources of severs using a successive convex approximation

method. The results show that the proposed scheme reduces the transaction

time difference of the two paired users from hundreds of seconds to just a few

seconds; thereby conserving the resources. .The percentage improvement in

effective throughput of the system is shown to be 19% on average.
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Chapter 1

Introduction

1.1 Motivation

Some of the important concerns in today’s wireless networks are limited re-

sources and media arbitration. The medium used for the transmissions is

being shared by millions of devices and immense traffic is flowing over it,

which is expected to increase by 1000 folds in the next decade. To better

serve the access mechanism, a number of techniques such as time, frequency

and code division multiplexing have been used until now. Orthogonal fre-

quency division multiplexing (OFDM) is also being used in order to serve

more number of users with reduced interference offering high spectral effi-

ciency. In all these techniques, a single user is served in a single orthogonal

resource block as in Fig. 1.1, however, these techniques are unable to reach

the lower bound of capacity for broad-cast and multiple access channels [1].

The bottleneck lies in random nature of the channel, i.e., if some bandwidth

resources are allocated to a user with bad channel conditions, any orthogonal

1



CHAPTER 1. INTRODUCTION 2

Figure 1.1: Orthogonal Multiple Access (OMA)

technique would result in reduced spectral efficiency. Also note that spectral

efficiency is not the only issue; with the evolution of technologies, the de-

mands for quality-of-service (QoS) are constantly varying. The need of the

time encompasses high connectivity, reliability, ultra-low latency, improved

fairness and high throughput. Non-orthogonal multiple access (NOMA) has

been introduced to muddle through the demands of the epoch. One of main

purposes of NOMA is to serve multiple users by utilizing the same resource

block as shown in Fig. 1.2. It can also be integrated with the existing orthog-

Figure 1.2: Non-orthogonal Multiple Access (NOMA)

onal media access technologies. In NOMA, multiple signals at the receiver
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are separated with message passing algorithm (MPA), maximum likelihood

(ML) and successive interference cancellation (SIC) techniques [2]. NOMA

provides a balanced trade-off between the system throughput and user fair-

ness [3] and is being envisioned as a key technology in 5G networks [4].

5G enabled devices are expected to have latency constraint and have

computationally complex applications running on them [5]. For such appli-

cations, limited power and computational capacity of mobile devices pose a

problem, which can be solved by using mobile edge computing (MEC) [6].

MEC offloads computationally intensive data to base stations (BSs) and ac-

cess points (APs) that are equipped with powerful servers. Servers being

available at the edges result in reduction of delay and improvement of com-

putational efficiency [7]. The advantages of both techniques (i.e., NOMA and

Figure 1.3: Mobile Edge Computing (MEC)
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MEC) have drawn considerable attention of researchers recently. In NOMA-

MEC, paired users offload their data to mobile edge computing servers by

using non-orthogonal multiple access technique.

The time taken to process data (i.e., offloaded to MEC servers) is not

equal for each NOMA paired user (i.e., dependent upon amount of offloaded

data, channel conditions of paired users etc.). This inequality leads to under

utilization of resources and reduced spectral efficiency. Hence a mechanism

is needed to conserve scare resources and improve the system performance.

1.2 Contribution

A lot of work is being done to investigate different aspects of NOMA-MEC.

In this work, we focus on the transaction time difference of NOMA paired

users, i.e., offloading data to MEC servers. Transaction time is the sum of

transmission time and computational time. We propose a scheme to reduce

the transaction time difference between paired users as well as optimize the

transaction time of individual users to conserve both frequency and compu-

tational resources. The prominent research contributions are as under:

1. We provide an overview of work have been done in context of NOMA-

MEC (Chap. 2).

2. We study the transaction time in term of transmission and computation

time, where we reduce the difference between the transmission and

computation time separately, to minimize the difference between the

transaction time of paired users.
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3. We formulate the problem of minimizing the transaction time difference

of NOMA paired users as two independent convex optimization prob-

lems. Firstly, we optimize the power allocation to reduce the difference

between the transmission time of paired users, secondly we optimize

the server’s core allocation with the objective of computational time

difference minimization.

4. We evaluate the performance of our proposed scheme (i.e., NOMA-

MEC with optimized power and core allocation) by comparing with

conventional NOMA power allocation and equal core allocation, opti-

mized power and equal core allocation and lastly with optimized power

and random core allocation schemes. The performance metrics used

for evaluation are: transaction time difference and system effective

throughput. The transaction time difference for the paired users is

computed for aforementioned schemes, for a range of offloaded data

amounts and complexities ratios. However system effective through-

put is investigated for fixed offloaded data complexities and a range of

offloaded data amounts. The proposed scheme outperforms the other

schemes in both transaction time difference minimization and increase

in system’s effective throughput.

5. Lastly, we summarize the extracts of our research and identify the

future directions for study in this area.



Chapter 2

Groundwork on NOMA-MEC

The biggest challenge to today’s communication world is the scarcity of re-

sources as number of users, devices and traffic is growing by leaps and bounds.

Along with this the demands for QoS are continuously varying (i.e., improved

user fairness, massive connectivity, higher reliability, minimal delays etc.) for

future 5G networks. A lot of work in done in this regard. [8] evaluated the

performance of three-tier heterogeneous 5G network by using model devel-

oped by using stochastic geometry. Device-to-device (D2D) communication

is also studied for 5G networks along its potential and challenges [9]. Energy

harvesting and gain-base resource allocation (EHGRA) algorithm is proposed

in [10] to increase sum rates in D2D networks enabled with energy harvest-

ing. Resources are shared dynamically in [11], to increase energy efficiency

(EE) of hybrid D2D network in micro as well as millimeter Wave (mmWave).

A simultaneous wireless information and power transfer (SWIPT) approach

for energy harvesting is used for cooperative D2D [12]. A limit on number

of active D2D connections in a circular region with a given outage proba-

6



CHAPTER 2. GROUNDWORK ON NOMA-MEC 7

bility is determined in [13], minimum transmission power is also computed

to guaranty required QoS. [14] proposed energy efficient algorithm for fast

neighbour discovery in mmWave based D2D network. By fulfilling QoS re-

quirements of D2D pairs, users are either served by mmWave or micro wave

with the objective of maximizing EE in [15]. In [16] coding is applied to D2D

relay based network to improve quality. In cooperative D2D networks relay

selection is very important task. In [17] energy efficient relay selection mech-

anism is devised. Game theory is also exploited to improve the performance

of 5G networks. Energy efficiency for heterogeneous 5G networks (HetNet) is

improved by using game theory for optimization of resources allocation [18].

In [19] hierarchy based game theory technique is used for optimal resource

allocation in resilient 5G networks to optimize sum rates and coverage prob-

ability. NOMA based D2D is studied in [20], to make single transmitter

communicate to multiple receives. MEC architecture having D2D abilities is

proposed by [21] for 5G networks. Dual band allocation scheme is utilized

at data base stations (DBs) for 5G internet-of-things (IoT) networks to im-

prove system performance [22]. In this study it is shown that the dynamic

management of spectrum (i.e., licensed and unlicensed mmWave) helps in

efficient spectrum utilization. The performance of hybrid network in which

mmWave and ultra high frequency (UHF) coexist is studied in [23] and it is

established that mmWave achieves higher rates and coverage.

NOMA’s potential for future 5G networks is investigated by [24]. In [24]

in addition to research directions standardization is also discussed. NOMA is

investigated as key technology for 5G networks by [25], as it improves spectral

efficiency, EE and sum capacity [26]. In [27] NOMA is discussed as medium
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access technology for 5G radio access networks. [28] investigated the potential

of MEC for 5G IoT networks and provided an overview of its architecture.

In [29] technical perspective of MEC is studied. In short, extensive research

is being carried out on NOMA and MEC with future 5G networks in view.

The literature on NOMA-MEC is being categorized into three sections that

are as under:

2.1 Non-orthogonal Multiple Access

The requirements for future networks have made NOMA a potential can-

didate for future 5G networks [30]. The main advantage of NOMA is to

serve multiple users by utilizing the same resource block i.e. frequency, time.

NOMA uses different domains for medium access like power, patterns, sparse

code, lattice partition etc. The novelty in NOMA is removal of orthogonality.

It can also be integrated with the existing orthogonal media access technolo-

gies. In NOMA multiple signals at the receiver are separated with message

passing algorithm (MPA), maximum likelihood (ML) and successive inter-

ference cancellation (SIC) techniques. NOMA as number of variants with

different characteristics and advantages.

NOMA is being used for single resource block as well as multi resource

blocks. NOMA used for single resource block is referred as Power Domain

NOMA. In this technique multiple users are served with in same time slot,

Orthogonal Frequency Division Multiple Access (OFDMA) subcarrier fre-

quency etc. by assigning different powers to different users [31]. Higher

power is given to the user with the bad channel conditions and low power is
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allotted to the user with good channel conditions but still target QoS is not

guaranteed. To ensure QoS a variant of power domain NOMA exist known

as Cognitive Radio NOMA (CR-NOMA) [2]. In CR-NOMA the power allo-

cation is done in such a manner to fulfill the predefined needs of the QoS.

The user with the poor channel conditions is considered as the primary user

of the cognitive radio. After allocating enough power to the primary user

the left over power is assigned to the other user; one with better channel.

At the receiver the primary user decodes the signal with the higher power

intended for it and treat the residue signal as noise. The receiver with the

good channel conditions first decodes the signal of the primary user; subtract

it from the originally received signal in order to get the signal meant for it.

In single carrier NOMA all the users have to be compensated within a single

resource block. Accommodation of all the users that is immense in number

within same block results in decoding delays and the system complexity. The

receiver of the weak signal first has to decode all the powerful signals and

subtract them from the mixture of the signals received in order to get its

signal (i.e. Successive Interference Cancellation).

In Multi-carrier NOMA, also referred as hybrid NOMA, users are divided

into number of groups and each group is allocated with an orthogonal re-

source block that is used to serve multiple users with in the group. Those

users are placed in the same group that have most different channel con-

ditions. Multi-carrier NOMA includes techniques like Sparse Code Media

Access, Pattern Division Multi Access etc. [2]. In Sparse Code Media Access

(SCMA) the bit stream is mapped to different sparse code words and different

code words for all users are spread across multiple subcarriers. The number of
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sub carriers allocated to each user is less than the total number of subcarriers.

In Pattern Division Multiple Access (PDMA) the performance is determined

by the scheme of resource allocation matrix that is known as pattern ma-

trix. Multiplexing is based on code, power, spatial domain or combination

of these, which increases the diversity and reduces the overlap among differ-

ent users. Successive Bandwidth Division (SBD) NOMA is another hybrid

NOMA approach. It combines both conventional NOMA and OMA tech-

nique to model divide and allocate mechanism [3]. It reduces the complexity

of receiver and increases signal-to-interference plus noise ratio [32]. SBD

is also applied to multiple-input multiple-output (MIMO) uplink NOMA to

improve the system performance [33]. NOMA is also studied in combination

with other emerging technologies like mmWave [34] to improve performance

of cellular systems, backscatter communication for green IoT networks [35]

etc. NOMA is inherited with receiver side complexity, to reduce the number

of SICs, outage probability and improve sum rates distributed space time

block coding (STBC) is introduced in cooperative NOMA [36], [37]. NOMA

performance in term of outage probability and ergodic sum rates is better

than OMA if power coefficients are chosen appropriately [38].

In short NOMA is a potential technology for the next generation systems

i.e. 5G systems.

2.2 Mobile Edge Computing

The evolution of technology has enabled the users to perform storage and

computation extensive tasks on their mobile devices. The performance of
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mobile devices is limited by their processing power and storage capabilities.

This deficiency is aided by the cloud services. Mobile devices offload their

complex tasks to the cloud. The cloud servers are hosted at centralized

locations, hence inducing delays and network congestion. This problem is

resolved by MEC. In MEC computing and storage resources are provided at

BSs and APs, reducing delay and network congestion [39]. MEC is declared

as key technology for 5G networks in [40]. MEC is being investigated at

number of frontiers like energy efficient computation offloading (EECO) [41],

real time and context aware applications as use case [42], for fiber-wireless

(FiWi) access networks [30] etc. MEC has found a number of interesting

combinations with existing technologies like NOMA, wireless power transfer,

energy harvesting etc. [43]. MEC is being foreseen as key technology in 5G

networks.

2.3 NOMA-MEC

NOMA-MEC has recently drawn considerable attention of researchers. A

lot of work is being done to fully utilize the potential of both the tech-

niques (i.e., NOMA and MEC) to achieve massive connectivity, improved

QoS, lower latency, user fairness, higher reliability and enhanced spectral

efficiency. The aspects of NOMA-MEC investigated so far are mostly asso-

ciated with energy conservation and delay minimization. For instance, [44]

formulated delay minimization for NOMA-MEC data offloading as a form of

fractional programming. In this scheme the pure NOMA is also compared

with hybrid NOMA and OMA for data offloading purpose. In [45], energy
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consumption of MEC users utilizing uplink NOMA is reduced by optimizing

user clustering, power, frequency and computational resource allocation. [46]

proved that the total energy (i.e., sum of transmission and computation en-

ergy) minimization is a convex problem and the authors solved it by an itera-

tive algorithm. [47] reduced the total system energy by optimizing allocated

power, transmission time and offloaded task portions. Optimal time allo-

cation and offloading task partitions are obtained by an iterative algorithm,

where the algorithm is implemented by using successive convex optimization.

In [48], energy consumption is reduced by jointly optimizing power and time

allocation. This is achieved by formulating the problem to a form of geomet-

ric programming. [49] studied energy harvesting for full duplex NOMA-MEC,

where total energy consumption is minimized by efficient power allocation,

time scheduling and computing resources allocation. In [50] NOMA-MEC

offloading scheme is devised that can work in three modes, successful com-

putation probability is also increased by optimizing power allocation and

offloading time consumption. NOMA transmission time and and MEC work

offloading is optimized by layered structured algorithm to reduce the delay

in [51]. Bisection search iterative algorithm is proposed by [52], to reduce

latency in partial offloading scheme for NOMA-MEC.



Chapter 3

Minimizing the Transaction

Time Difference for

NOMA-MEC

3.1 System Model

The aim of devised scheme is to reduce the transaction time difference of

NOMA paired users offloading data to MEC servers, in order to conserve the

resources (i.e., frequency and computation) and to increase system through-

put.

A single cell is considered with 2N number of users, which are served

by a single BS. The BS is equipped with MEC server having CT number of

cores each with a computational capability of f cycles/sec and total system

bandwidth is BT . Hybrid NOMA technique is used to pair the users into

N NOMA clusters, where each cluster has two users. A single cluster with

13
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users u1 and u2 is considered for study.

Figure 3.1: A snapshot of the network model

The user u1 is located at a distance dist1 from BS whereas u2 is located

at a distance dist2 from BS, such that dist1 < dist2. Without the loss in

generality, we assume that u1 is a strong user with allocated power p1 and

u2 is a weak user with allocated power p2, such that p1 < p2. Let p1,max and

p2,max are the maximum transmission powers that can be allocated to u1 and

u2, respectively. We assume that d1 bits are offloaded by u1 and d2 bits are

offloaded by u2 to the MEC server. Complete offloading scheme is consid-

ered, where no local computation is being performed. Each bit offloaded by

u1 requires c1 cycles and that of u2 requires c2 cycles for computation at MEC

server. The computational complexity of offloaded data is dependent upon

offloaded data type (i.e, video data requires more CPU cycles as compared

to text data). The total system bandwidth is divided into N number of fre-
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Figure 3.2: Transaction time

quency resource blocks. A single frequency resource block with bandwidth

Bw = BT/N is allocated to a NOMA cluster and shared by paired users,

similarly the cores at MEC servers are divided into N number of computa-

tional resource blocks and are allocated to NOMA clusters. The allocated

computational resources of a cluster (i.e., Ct = CT/N) are divided among

the paired users, depending upon the complexity and amount of data being

offloaded by them. Let u1 and u2 are allocated with n1 and n2 cores, respec-

tively. The transaction time of the ith user illustrated in Fig. 3.2 is given

as

Ti = Ttxi + Tci , i ∈ {1, 2}, (3.1)

where Ttxi is the transmission time and Tci is the computational time of the

ith user, respectively. The transmission time for the ith user is
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Ttxi =
di
Ri

, (3.2)

where Ri is the data rate of the ith user. The data rates are dependent upon

the effective channel gains (i.e., h1, h2) and the allocated powers (i.e., p1, p2),

such that

R1 = Bw log2

(
1 +

p1h1
p2h2 + σ2

)
, (3.3)

R2 = Bw log2

(
1 +

p2h2
σ2

)
, (3.4)

where σ2 is the power spectral density of noise and the effective channel gain

for ith user is

hi =
h̃i
distρi

, (3.5)

where h̃i is the exponential channel gain (corresponding to Rayleigh fading)

of ith user and ρ is the path loss exponent. The amount of data offloaded and

the effective channel gains are associated with the paired users, however, the

powers are optimized to reduce their transaction time difference. Similarly,

the computational time for the ith user is given by

Tci =
dici
nif

, (3.6)

where ni is the number of cores allocated to the user i and f is the compu-

tational capacity of each MEC core. For a given paired users, di, ci and f

are fixed. The number of computational resources allocated to the ith user

is optimized to balance the load across the cores in order to reduce the dif-

ference between transaction time. By manipulating, it is inferred that T1 is
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equal to T2 if

d1
R1

+
d1c1
n1f

=
d2
R2

+
d2c2
n2f

n1fd1 + d1c1R1

n1fR1

=
d2n2f + d2c2R2

n2fR2

d1 (n1f + c1R1)

n1R1

=
d2 (n2f + c2R2)

n2R2

d1
d2

=

(
R1

R2

)(
n1n2f + n1c2R2

n1n2f + n2c1R1

)
(3.7)

From (3.7), we can divide the original formulated problem into two indepen-

dent sub-problems and reformulate it as T1 is equal to T2, if Ttx1 is equal to

Ttx2 as well as Tc1 is equal to Tc2 .

Figure 3.3: Unequal Transmission Time and Wasteful Resources

It is evident from Fig. 3.3 that unequal transmission time results in

wastage of allocated frequency resources. It can be seen that for δtx = |Ttx1−
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Ttx2| amount of time, the resources are under-utilized, i.e., a new NOMA

signal cannot be initiated. As this difference increases, the spectral efficiency

of the network decreases. The transmission time, Ttx, is equal for both the

users, if

d1
d2

=
R1

R2

, (3.8)

where R1 and R2 are the data rates of both users u1 and u2, respectively.

Similarly, the disparity in amount and computational complexity of data

offloaded by paired users (i.e., allocated with equal number of cores) results

in wastage of allocated computational resources as shown in Fig. 3.4.

Figure 3.4: Unequal Computational Time and Wasteful Resources

The computational time difference δtc = |Ttc1− Ttc2| for both the users is

zero, if

d1c1
n1f

=
d2c2
n2f

, (3.9)
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which can be written in simplified form as

d1
d2

=
n1c2
n2c1

(3.10)

3.2 Optimization Problem Formulation

The original problem described in the previous section is given by

(P) min λ, (3.11a)

s.t.

(
d1
R1

+
d1c1
n1

)
−
(
d2
R2

+
d2c2
n2

)
≤ λ, (3.11b)(

d2
R2

+
d2c2
n2

)
−
(
d1
R1

+
d1c1
n1

)
≤ λ, (3.11c)

λ ≥ 0 (3.11d)

The problem is formulated as two independent optimization sub-problems.The

results for original optimization problem and sub-problems are equivalent.

The objective of the first optimization problem is to minimize the transmis-

sion time difference of given paired users with known di’s, by optimizing the

power allocation. From equations (3.3) and (3.4), we have

R1 +R2 = Bw log2

(
1 +

p1h1 + p2h2
σ2

)
(3.12a)

R1 ≤ Bw log2

(
1 +

p1h1
p2h2 + σ2

)
= Bw log2

(
1 +

p1h1 + p2h2
σ2

)
−R2,

(3.12b)
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R2 ≤ Bw log2

(
1 +

p2h2
σ2

)
, (3.12c)

where 0 ≤ pi ≤ pi,max i ∈ {1, 2}, the power allocated to both the users,

pi, is positive and less than the respective maximum, i.e., pi,max . For the

objective with power allocation, we introduce a new variable µ and hence the

problem of minimizing the transmission time difference of paired users can

be reformulated as

(P1) min µ, (3.13a)

s.t.
d1
R1

− d2
R2

≤ µ, (3.13b)

d2
R2

− d1
R1

≤ µ, (3.13c)

µ ≥ 0 (3.13d)

where the objective function (3.13a) is subjected to data rate (3.12b, 3.12c)

and power constraints. By manipulating (3.13b), we get

µR1R2 ≥ µα1 ≥ α2
2 ≥ d1R2 − d2R1, (3.14)
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where α1 and α2 are real valued variables, having values such that inequality

holds. The equation (3.14) is equivalent to

R1R2 ≥ α1, (3.15a) µ α2

α2 α1

 � 0, (3.15b)

α2
2 ≥ d1R2 − d2R1, (3.15c)

where (3.15b) is positive semi-definite matrix, which is solved by applying

successive convex approximation to (3.15c) as

2α
(j)
2 α2 − (α

(j)
2 )2 ≥ d1R2 − d2R1, (3.16)

where α2 is updated in each iteration and j shows the number of iteration.

The equation (3.15a) is rewritten as R1R2 ≥ β2 and β2 ≥ α1. Similarly,

the objective of the second optimization problem is to minimize the com-

putational time difference of given paired users with known di’s and ci’s

by optimizing the core allocation. The computational resources allocation

problem can be formulated by introducing new variable ζ, that represents
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the computational time difference such that

(P2) min ζ, (3.17a)

s.t.
d1c1
n1

− d2c2
n2

≤ ζ, (3.17b)

d2c2
n2

− d1c1
n1

≤ ζ, (3.17c)

ζ ≥ 0, (3.17d)

where the objective function (3.17a) is subject to constraints 0 < ni < Ct,

the number of cores allocated to individual user is greater than zero and less

than total cores allocated to the cluster and n1 + n2 ≤ Ct, the sum of cores

allocated to both the users is less than total cores allocated to the cluster.

The number of cores allocated to individual user must be greater than zero

to ensure the minimum requirement of the user. By manipulating (3.17b),

we get

ζn1n2 ≥ ζγ1 ≥ γ22 ≥ (d1c1)n2 − (d2c2)n1, (3.18)

where γ1 and γ2 are variables with real values. The equation (3.18) implies

n1n2 ≥ γ1, (3.19a) ζ γ2

γ2 γ1

 � 0, (3.19b)

γ22 ≥ (d1c1)n2 − (d2c2)n1, (3.19c)
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The positive semi-definite matrix (3.19b) is solved by applying successive

convex approximation to (3.19c) as

2γ
(j)
2 γ2 − (γ

(j)
2 )2 ≥ (d1c1)n2 − (d2c2)n1, (3.20)

where γi’s are updated in each iteration and j shows the number of iteration.

From (3.19a), we have n1n2 ≥ η2 and η2 ≥ γ1. For a given pair of users, we

obtain optimal values of power and number of cores once the optimization

is performed. These parameters result in minimization of transaction time

difference, which is illustrated in next chapter.



Chapter 4

Performance Evaluation

4.1 Simulation Playground

The efficiency of the proposed scheme is evaluated by comparative analysis

with other schemes through numerical simulations. The software used for

simulations is MATLAB (R2015b). The maximum power for u1, p1,max, is

2W and of u2, p2,max, is 4W. Initially p1 is 1W and p2 is 2W, as in NOMA

more power is given to weak user as compared to the stronger one. The dist1

and dist2 are 200 m and 600 m, respectively. The cluster bandwidth is 200

kHz and the path loss exponent is 3.8. The transaction time difference is

considered for three different approaches namely: Power Optimization with

Equal Core Allocation (A), Power Optimization with Random Core Alloca-

tion (B) and proposed Power Optimization with Optimal Core Allocation

(C). The power and core optimization is achieved by successive convex ap-

proximation as discussed in the previous chapter. These schemes are also

investigated in term of impact on system effective throughput.

24
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Parameter Value Parameter Value
p1max 2 W p2max 4 W
Ct 20 Bw 200 kHz
dist1 200 m dist2 600 m

Table 4.1: Simulation Parameters

4.2 Transaction Time Difference

In equal core allocation, the cores are equally divided between the paired

users, i.e., n1 = n2. In random core allocation, the cores are randomly

divided between the paired users n1 = κCt and n2 = (1 − κ)Ct, where, κ is

from uniform random distribution varying from 0 to 1. While for proposed

scheme both powers and cores are obtained by solving optimization problems.

The ratio of offloaded data amount, i.e., d2/d1 and complexity, i.e., c2/c1 is

varied to study their impact on the transaction time.
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Figure 4.1: Impact of Computational Complexity ratio (c2/c1) and Offloaded
Data Length ratio (d2/d1) on Transaction Time Difference without Power
Optimization for Equal Core Allocation [Benchmark (or Non-Optimization)
Case]

Fig. 4.1 depicts the transaction time difference without any power opti-

mization and equal number of core allocation is shown. It can be observed

that for a fixed value of d2/d1, different values of c2/c1 result in different

transaction time differences. The larger the transaction time difference, the

more the under utilized resources.
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Figure 4.2: Impact of Computational Complexity ratio (c2/c1) and Offloaded
Data Length ratio (d2/d1) on Transaction Time Difference with Power Op-
timization for Equal Core Allocation [Approach A]

Fig. 4.2 illustrates the transaction time difference for Approach A. It can

be observed that the time difference is overall lesser than the previous case as

shown in Fig 4.1. For the same ratios of d2/d1 and c2/c1, the transaction time

difference is reduced by optimizing only the power allocations. In general, the

transaction time difference has reduced from thousand of seconds to hundred

of seconds.
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Figure 4.3: Impact of Computational Complexity ratio (c2/c1) and Offloaded
Data Length ratio (d2/d1) on Transaction Time Difference with Power Op-
timization for Random Core Allocation [Approach B ]

The transaction time difference for Approach B is shown in Fig. 4.3. This

difference is lesser than the transaction time difference shown in Fig. 4.1,

i.e., without any optimization. However, this difference is comparable with

Approach A, as the only difference is in the core allocation. The transaction

time difference for Approach C is shown in Fig. 4.4, where both the power

and cores are optimized.
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Figure 4.4: Impact of Computational Complexity ratio (c2/c1) and Offloaded
Data Length ratio (d2/d1) on Transaction Time Difference for Power Opti-
mization with Optimal Core Allocation [Approach C ]

It is evident from the graphs that the transaction time difference is min-

imum for the proposed scheme, i.e., Approach C. It is also clear that the

paired users have optimal values of d2/d1 and c2/c1 for which the transaction

time difference is minimum. The optimal values are different for different

user pairs, depending upon their relative channel conditions. For instance in

Fig. 4.4, when d2/d1 = 1.2, the transaction time difference is 2 seconds for

c2/c1 of 0.7. As d2/d1 is increased to 1.7, the transaction time gap jumps

to 35 seconds for the same ratio of c2/c1. Similarly, when d2/d1 is decreased

to 0.7, the transaction time difference increases to 20 seconds. Hence the

proposed scheme provides least transaction time difference for a given ratio
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of d2 and d1 by optimizing the cores and well as the powers.

Figure 4.5: Comparison of Simulation and Optimization Results

To validate the proposed solution, the approaches A, B and C are also

solved heuristically by searching over the whole solution space labelled as

”Simulation” and compared with the results obtained for the approaches A,

B and C using successive convex optimization method labelled as ”Optimiza-

tion” in Fig. 4.5. The maximum number of iterations for the Optimization

results for the Approaches A, B and C is set to 100. In Fig. 4.5 when d2/d1

is 0.4, the transaction time difference without optimization is 822 seconds,

approximately 402 seconds for both heuristic and optimized solutions of Ap-

proach A and 467 seconds for Approach B. The transaction time difference

for Approach C goes to 196.1 and 61.58 seconds for optimized and heuristic
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solutions, respectively.

4.3 System Effective Throughput

We now illustrate the effect of reducing the transaction time on the effective

throughput of the system. The effective throughput of the system is given by

Φeff =

∑2
i=1Ri

max (T1, T2)
, (4.1)

where the numerator is the sum of achieved data rates by the paired users

while the denominator is the maximum of transaction times of the paired

users. As both the users are paired, therefore, the resources allocated to

them are free only when both of them complete their transactions, hence the

denominator is characterized by the max(.) operator. A decrease in effective

transaction time increases the system’s effective throughput.
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Figure 4.6: Effective System Throughput

It is clear from Fig. 4.6 that for a fixed value of c2/c1 and a range of

d2/d1, the system effective throughput for proposed Approach C is greater

than the other approaches. It is also evident that larger is the offloaded

data disparity, the larger is the difference between the system’s effective

throughput for the compared schemes. The reason behind this trend is the

optimal core allocation. When the offloaded data is same in characteristic

(i.e., amount and complexity is same), the cores allocation for the schemes

are same (i.e., equal number of cores for no optimization, Approach A and

Approach C) and the difference in the throughput appears only because of

the power allocation. However, as the offloaded data disparity increases, the

proposed scheme outperforms others. The average increase in the system

effective throughput is 19% for the case shown in Fig. 4.6.



Chapter 5

Conclusion and Future Work

In this dissertation, we made the reader to get insight of two evolving tech-

nologies, i.e., NOMA and MEC. We identified the potential problem of waste-

ful resources both in term of cores and frequency for NOMA-MEC. A novel

approach is proposed to conserve the resources and increase the system ef-

fective throughput. The proposed scheme is evaluated through comparative

analysis with other schemes via numerical simulations. The impact of of-

floaded data amounts and complexities ratios of paired users on transaction

time difference is also discussed. The simulation results have shown that

the proposed scheme contributes towards the improvement of system perfor-

mance.

5.1 Future Work

The proposed approach can be extended to multiple users in a single clus-

ter. As in this study we have considered a NOMA cluster with two users

33
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only. A data aware NOMA clustering scheme can be used where the users

are paired considering both the power disparity as well as their data offload-

ing requirements.The proposed scheme can also be investigated for energy

efficiency.
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