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Abstract

In 5G radio access network, emerging machine type communications in in-

dustrial automation, smart grids, automotive and other critical applications

has increased the importance of accurate distribution of time synchroniza-

tion reference up to the device/UE level. For instance, executing real-time

isochronous operations in collaborating robots, monitoring, and fault local-

ization in smart grids requires ultra-tight synchronization among the devices.

To achieve such level of synchronism at the devices, an over-the-air time syn-

chronization procedure must accurately estimate the base station (BS) to UE

propagation delays. In this thesis, we use timing advance (TA) mechanism

as an estimator for time of arrival (ToA) for adjusting the effect of propaga-

tion delay in synchronization procedure. We study the impact of TA binning

on propagation delay estimation, and importantly analyze how multipath

channels (a true characteristic of Industrial Internet-of-thing (IoT) environ-

ments) deteriorates the estimation. Our analysis shows that multipath chan-

nels could introduce large errors in synchronization while, averaging multiple

consecutive TA values, in static device deployments, brings the errors to an

acceptable level, i.e., less than 1 µs, assuming that the BS-UE clock disparity

has already been mitigated.
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Chapter 1

Introduction and Background

to Thesis

1.1 Evolution of 5G

The impending next big thing to happen in cellular technology is the arrival

of 5G which will be an improvement to its predecessor cellular network in

providing better services to the end systems. [3–7]. Fig. 1.1 shows some of

the 5G applications.

The advancements in the certain key enabling technologies of this era,

such as, millimeter waves (mmWave),massive connectivity, massive multi-

input multi-output (MIMO), new radio access technologies (RAT),software

defined networking (SDN), network function virtualization (NFV), scalable

Internet of Things (IoT), Big data and mobile cloud computing etc., and

their usage will revolutionize the wireless ecosystem of next generation 5G

cellular network [8, 9].

1
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Figure 1.1: Usage of 5G in various applications

1.1.1 5G Network Services

5G network service is not only entitled to provide mobile broadband services

to end users but it will also provide services in following three broad categories

[10]:

• Enhanced mobile broadband (eMBB): 5G network is expected to de-

liver improved performance than its predecessor cellular networks in

terms of wide-area coverage, increased data rate and high mobility to

end users.

• Massive machine type communications (mMTC): This service is for

mMTC deployment cases in which a large number of devices or sensors

are placed in relatively small area i.e. 1,000,000 devices/km square.
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Figure 1.2: 5G services categories and use cases in IMT 2020 [1]

These devices have low cost, long battery life and delay insensitive

data.

• Ultra-reliable and low latency communications (URLLC): This service

is for those applications which have strict latency and reliability re-

quirements. There is wide range of applications usage cases which

have such stringent requirements such as factory automation, tactile

internet, smart home,smart transport system etc., as shown in Fig.

1.2.

Next generation 5G networks are entitled to provide these services to end

devices for various domain usages such as Internet of Things (IoT).The IoT

is a next big technological advancement, the world has ever seen since the

deployment of Internet in late 1960s [11]. This enables the computers and

human beings to acquire knowledge and communicate with billion of things

or devices such as smart actuators/sensors and other end devices connected
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to Internet. Eventually, this next revolution in technology better integrates

our real time physical world with cyber world. With exponential rise in use

of Internet of Things (IoT) devices, new techniques are being devised for

providing massive connectivity, low latency and reliable services to satisfy

requirements of IoT devices in smart applications. [12]. Diverse IoT applica-

tion can fully utilize these new class of services to be provided by 5G network

after deployment. URLLC and mMTC will serve as the key service enabler

for different cases of IoT device usage in smart systems [13].

1.2 Industry 4.0

Evolution in industrial development of the modern day industry ecosystem

had been going on from last few centuries. Fig. 1.3 shows the evolution in in-

dustrial ecosystem for different timelines. First industrial revolution is based

on mechanical production plants which runs on water and steam power. This

begins at the end of 18th century [14].Second industrial revolution begins at

the start of 20th century. The factory production lines were powered with

electrical energy and aided with mass labour. Third industrial revolution be-

gins in the early 1970, where, factory assembly and production lines embraced

the new developed electronics based devices and Internet technology. This

made the industrial manufacturing process automatic up to certain aspect

and reduces the labour cost, resulting in higher revenue. Now the era of next

industrial revolution had arrived termed as Industry 4.0, which emphasizes

more on smart inter-connectivity, machine-to-machine communications, ac-

cess to real-time data, better control on new insights and support optimized
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Figure 1.3: History of industrial revolution in different timelines [2]

decision-making process [15].

The manufacturing production line in Industry 4.0 is to be based upon

the use of cyber physical system (CPS), in which information from all related

aspects such as information monitoring, centralized control, synchronization

between cyber computational space and real time factory floor can be closely

monitored [16].

1.2.1 Rise of Industrial IoT Networks

Recent technological development in deployment of cutting edge technol-

ogy such as increased computational power of smart sensors or IoT devices,

computer networks, cloud and internet, data acquiring techniques etc., has

compelled the industry to adopt these systems in their factory ecosystem for



CHAPTER 1. INTRODUCTION AND BACKGROUND TO THESIS 6

increasing their factory productivity. For bringing next evolutionary trans-

formation regarding the factory automation ecosystem according to vision of

Industry 4.0, IoT enabled sensors or actuators and cyber physical system to

be deployed in a factory to carry out isochronous operations among all factory

entities, resulting in the rise of industrial IoT (IIoT) networks [17, 18]. The

key appealing feature in use of IoT devices in industry is that one can access

the industrial data of internet enabled end devices anytime through internet

and has a centralized control [19]. However, use of IoT devices in industrial

scenarios faces certain challenges too. The critical time sensitive industrial

applications usually have stringent latency and reliability requirements.

1.2.2 URLLC for IIoT

With exponential rise in the use of Internet of Things (IoT) devices, new

techniques are being devised for providing low latency and reliable services.

Next generation 5G networks are entitled to provide the ultra-reliable and low

latency communication (URLLC) services for various mission critical appli-

cations [20]. Recently, URRLC has gained much attention due to increasing

demand of low latent and sensitive devices for applications such as factory

automation, surgery, robotics, video surveillance, and smart grids [21]. Over

the air interface, all these applications have a hard latency requirement of sub

millisecond and error rates less than one out of 106 total packets [22]. Both

academia and researchers are investigating ways to overcome challenges that

require deterministic communication with low latency and high reliability.
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1.3 5G Radio Access Network(RAN) for In-

dustrial Wireless Communication

In a cellular radio access network (RAN), base stations gives radio access

to the end mobile users. It also coordinates the management of radio re-

sources among all the bases stations of cellular networks. With evolving

cellular networks, RAN also evolved with it to meet the requirements of

mobile user. Next generation 5G RAN system is expected to give efficient

radio access to meet the services of end systems such as massive connectivity

for smartphones, sensors,machines etc., lower end to end delay and varying

bandwidth requirements [23, 24]. Also, it has to efficiently utilize the con-

ventional microwave spectrum below 6 GHz and millimeter wave (mmWave)

bands beyond 28 GHz [25–27]. In industry, different applications have dif-

ferent quality of service (QoS) requirement such as, a CCTV camera data

has a large bandwidth requirement to support high resolution video surveil-

lance while, a smart sensor/actuator data has delay intolerant requirement.

Therefore, a flexible and unified air interface in such access system will need

efficient and sophisticated radio access technologies (RATS) to carry such

avalanche amount of data originated from smart phones, IoT devices, sen-

sors and machines. Several industrial applications use cellular technologies

for wireless IIoT access points [28]. These industrial applications have wit-

nessed an exponential growth in IoT sensors deployment for carrying out

mission critical tasks.
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1.3.1 Characteristics of Industrial Wireless Propaga-

tion Environment

Industrial wireless propagation environment is different from typical outdoor

(open or urban) wireless propagation environment. Factory buildings usually

are more larger in size than the homes and offices buildings. Building struc-

ture is more robust than commercial buildings. Building walls and floors are

made up of thick dense material like concrete,cement and usage of iron [29].

Also, there are lot of scatterers and line of sight (LOS) blockage material

present inside factory ecosystem ,such as, factory machines, cranes, robots

etc., which leads to have more multipaths for arriving signals inside factory.

This make the industrial wireless propagation environment more harsh than

typical urban propagation environment. Also, 5G RAN system has support

for both radio waves and mmWaves based spectrum. Hence, in such harsher

indoor environment, the channel behavior is different for radio waves and

mm waves [30].

1.4 Ranging and Localization Techniques

Classical ranging techniques involve the identification and estimation of real

world geographical location of an object [31]. Typically, wireless access point

systems such as cellular base stations have known location points. They are

either obtained through GPS technology or pre-programmed location coor-

dinates installed in their system. End users such as mobile devices, sensors

estimate their position from wireless access points through radio signal ex-
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Figure 1.4: General block diagram for location estimation process

changes to know their locations.

Most of the popular geolocation techniques are based on time-of-arrival

(ToA), angle-of-arrival (AoA) and received signal strength intensity (RSSI)

methods [32]. Fig. 1.4 illustrates the functional block diagram for wireless

location estimation techniques.

• Time-of-Arrival (ToA): ToA-based systems extract the location infor-

mation from an estimate of radio signal propagation time delays be-

tween transmitter and receiver. To measure propagation delays, a TOA

signal is used. Radio signal travels with speed of light c in free space.

Once the device time delay estimates t are available, the distance of

end device can be measured using c/t.

• Angle-of-Arrival (AoA): In AoA based system, base stations are equipped
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with N antenna array elements with some fix spacing. They estimate

the angle of arrival information from received RF signals and estimate

position of mobile from it.

• Received Signal Strength Intensity (RSSI): In RSSI based system, base

station estimates the location of mobile nodes from the received signal

power strength using the distance-power relationship for wireless prop-

agation of RF signals. Different wireless environments have different

path loss factors.

1.4.1 Why ToA based ranging techniques are

preferred?

Indoor industrial wireless propagation environment faces severe multipath

conditions. In such case, harsh multipath environment severely degrade the

geolocation techniques performance. Accurate location of sensors/actuators

must be known to 5G RAN system in order to mitigate the propagation delay

effects of over-the-air (OTA) allocation of radio resources.

Non-line of sight (NLOS) conditions of multipath environment greatly reduce

the reliability and accuracy of AoA based system because it is difficult to re-

trieve the AoA from incoming received signals [33]. This leaves the usage

of ToA and RSSI based techniques in multipath environment. RSSI based

techniques suffers greatly from the log normal shadowing and fast fading phe-

nomenon i.e., received power of mobile signal fluctuates considerably. This

occurs due to the constructive and destructive addition of arriving multipath

received signals. For ToA based system, multipath induces the random pos-
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itive bias in estimated location of mobile. The major weakness with RSSI

based distance estimation is the assumption that path loss exponent of wire-

less environment is known. While in actual, path loss exponent of wireless

environment changes with nature of different multipath conditions. Also,

accuracy of distance estimation from RSSI based techniques cannot be in-

creased by taking average of received power alone to correctly estimate the

end device position. Therefore, ToA based ranging techniques are preferred

over other geolocation techniques.

1.5 ToA based Timing-Advance (TA) mech-

anism for cellular networks

Cellular networks uses ToA based ranging technique to localize the user po-

sitioning in network cell. Every mobile user faces their own location specific

propagation delay in wireless environment. To counter the effects of mobile

user propagation delay, a timing advance mechanism is deployed by cellular

network [34–36]. In this mechanism, user sends ToA signal to cell basesta-

tion. Base station extracts distance information from mobile user ToA signal

and assigns a discrete TA value to mobile user. On the basis of assigned TA

value, mobile user adjusts its data transmission clock to avoid collision of

transmitted data with other mobile user at the base station end. This pro-

cess is called adaptive frame alignment.

For a factory automation case, multiple sensors/actuators will communi-

cate with a central access point or basestation over the air. To carry out
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isochronous operation between multiple sensors/actuators, the effects of prop-

agation delay must be mitigated. Therefore, tight time synchronization over

the air is needed in the next generation 5G RAN system for providing service

IIoT networks.

1.6 Thesis Motivation

The motivation of this thesis is to develop a new over the air (OTA) robust

timing mechanism for industrial IoT networks, to minimize the effects of

timing delays in context of providing URLLC services by new 5G radio access

network (RAN) system. For this purpose, a ToA-based timing advance (TA)

mechanism is proposed and studied for alignment of sensors transmitting

data frames with respect to their respective propagation timing delays in

industrial wireless environment.

1.7 Thesis Contribution

The thesis work presents the following main contributions:

• From URLLC perspective, we propose to use timing advance mecha-

nism for IIoT sensors/actuators in mitigating the propagation delays

inside an indoor environment.

• The impact of indoor harsh multipath environment on TA mechanism

is carried out to analyze propagation delay errors for sensors location

in TA bin.



CHAPTER 1. INTRODUCTION AND BACKGROUND TO THESIS 13

• We analyze the impact of system bandwidth and averaging multiple

TA values on accuracy of sensor’s location in several multipath envi-

ronment.

• The analysis shows that multipath induces large resultant errors in

sensor location. By lowering the TA bin size, we obtain significant

improvement in minimizing propagation delay errors.

1.8 Thesis Organization

The organization of the thesis is presented as follows. Chapter 2 highlights

the literature review of the important concepts proposed in this thesis for

providing a flow for the readers. In chapter 3, a system model for timing

advance mechanism in industrial scenario is developed and industrial multi-

path model is incorporated to study the impacts of multipath environment.

In Chapter 4, we investigate the the performance analysis of the proposed

system in terms of single TA value, averaging multiple consecutive TA values,

biasness and mean square error (MSE). Chapter 5 discusses the results found

during performance analysis of proposed system model. Finally, chapter 6

presents the conclusions and further proposes the future work.



Chapter 2

Literature Review

In this section, we highlighted the drivers and challenges related to the ul-

tra tight time synchronization in mission critical industry and put light on

some research work done in the related field. Networked bus systems and

automation control setups of industry depends upon the IEEE 1588 stan-

dard protocol [37]. It is a precision time protocol (PTP) designed for factory

real time and isochronous wired transmission. It is a master slave protocol

in which a central gateway controller has control command authority over

slave end devices. In time synchronization mechanism, the central master

controller on receiving a reference clock distributes it among all slave de-

vices. All the end slave devices synchronize themselves with the received

master clock reference time. Time sensitive networking (TSN) contains a

large number of standards [38]. All of these standards are related to the strin-

gent low latency, ultra reliable and resource management aspects, to support

time sensitive applications for industry needs. TSN task group also identifies

the critical latency, reliability and jitter requirements of single closed loop

14
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transmission in industrial communication. End to end latency should be less

than 10 msec with 99.99% reliability and jitter constraint of 1 µsec. Also

synchronization accuracy of 500 nsec is needed among the factory machines

to carry out seamless isochronous operation.

With the arrival of 5G networks, next generation 5G RAN can meet these

time critical industrial requirement in the context of providing URLLC ser-

vice. But, a time synchronization architecture and mechanism is needed for

timing updates over the air (OTA). In [39], the authors proposed timing

synchronization architecture over the air for sensors/actuators in industrial

environment. They identified the challenges and requirements of most of

the factory automation setups. Timing synchronization mechanism over the

air should have flexible infrastructure to distribute reference time and abso-

lute synchronization among the devices of factory to tackle the challenges of

emerging heterogeneity scenarios of industrial network.

To adjust propagation delay between sensors and base station (BS), tim-

ing advance (TA) mechanism has been used. TA is used in Global System

for Mobile communications (GSM) and Long-Term Evolution (LTE) cellu-

lar system for mitigating the propagation delays between mobile users and

BSs. In [40], the author have shown improvement in location estimation of

mobile user from its time of arrival (ToA) signal by taking an average of few

measurements. With some consecutive TA measurements, mean square error

(MSE) is small as compared to the single TA value. But TA mechanism is

greatly affected by accuracy of ranging algorithm. Wrong TA values reported

to mobile user will have larger errors in adjusting propagation delay leading

to high latency. Also for simplicity, authors have used standard Gaussian
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distribution for ranging error and no multipath environment is assumed. An

Industrial wireless environment are mostly indoor propagation scenario where

lots of machineries, concrete walls and scatters are present; thereby posing

a harsh multipath conditions for sensors/actuators [30]. Harsh multipath

environment greatly affects the ranging and localization process [41].

In this thesis, a timing advance mechanism for IIoT sensor networks is

introduced to adjust propagation delays. Sensors send ToA signal to BS for

ranging purposes. On the basis of sensors location, TA value is assigned to it

for adjusting delay. Alsindi Indoor Ranging Error Model is used [42], which

mainly focuses on characterizing the ranging error behavior empirically in

harsh multipath environment for ToA-based Ultra-Wideband (UWB) sys-

tems.



Chapter 3

ToA-based TA System Model

3.1 TA Binning Model

We consider an indoor propagation environment scenario which has a single

base station (BS) and K sensors/actuators randomly deployed to carry out

mission critical applications. Let K = {1, 2, 3....K} be the set of all sen-

sors/actuators. The sensors have the capability to communicate with BS

over the air. We assume that the reference clock time of each kth sensor is

synchronized with respect to the BS. TA mechanism is deployed to report

each kth sensor its respective propagation delay. In a radio propagation en-

vironment, the speed of waves is assumed constant. Hence, depending upon

the symbol time period (Ts) of operating cellular system, a set of fixed length

TA bins denoted by BN = {B0, B1, B2....BN} formed by the BS. Let ti be the

center of TA bin where i = {0, 1, 2, 3....N}, which is the estimator
∧
T act for

actual propagation delay, Tact. From [43], it is evident that this estimator

is best for Tact in wireless environment. Every kth sensor has its location

17
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Figure 3.1: Illustration of system model for K sensors/actuators deployed in
indoor environment.

dependent propagation delay.

Depending on nth TA bin in which kth sensor location lies, a TA value is

assigned to it. From URLLC point of view, each kth sensor will adjust its

reference clock according to its TA value assigned to mitigate the propagation

delays. Every discrete TA value is an approximation of the propagation

delay which the sensor faces in a wireless environment. All sensors then

adjust their reference clock time according to their reported TA value by the

BS. For frame time alignment, location of each kth sensor from BS should

be known. As shown in Fig. 3.1, each sensor will send its ToA signal to

BS. Without the loss in generality, consider a single sensor scenario for this
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study. In the absence of multipath scenario, the BS processor measures

the location of sensor from its ToA signal with some random measurement

error. The behavior of normalized error, α is heavily dependent upon the

characteristics of wireless propagation environment. For no multipath, α is

simply a standard Gaussian random variable with no biasness.

3.2 Multipath Model

For practical indoor harsh multipath environment, error distribution α may

not follow a normal behavior. They even may not be symmetrical errors.

Alsindi investigated three different scenarios in four different types of build-

ings for measurements,i-e, indoor-to-indoor (ITI), roof-to-indoor (RTI) and

outdoor-to-indoor (OTI). Those four buildings are located in Worcester, MA

(USA). For our indoor propagation study, we focus mainly on ITI scenario.

Indoor multipath space is different from outdoor open space. Outdoor mul-

tipath structure is mainly composed of a direct path (DP) signal and few

non-direct path (NDP) propagated signals resulting from reflection, diffrac-

tion and scattering, etc. Hence, for indoor environment, things are different.

For ToA-based system, distance estimation process is severely impacted by

multipath environment due to addition of random biasness. DP of multipath

components is used for ranging purpose. But in most of the cases such as non-

line of sight (NLOS) condition, it will not be detectible. Because DP signal

is sometimes partially detected or in severe cases, it is completely blocked by

some obstacles in indoor environment, hence remained undetected. In that,

first NDP signal is used for location estimation of sensor which leads to posi-
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tive biasness in ranging mechanism. Note that we are mainly focusing on the

presence and absence of DP event and not using the traditional definition of

NLOS for cellular communication. This implies that a sensor node and base

station separated by wall or any other blockage material doesnt mean that

DP will always be absent. But still can be classified as NLOS event and a

propagation delay will be induced. By combining the conditions discussed

above for indoor environment, the normalized ranging error,α for a sensor

under consideration can be model as,

α = αMPE + λ(αPDE + ηαNDP) , (3.1)

In (3.1), αMPE is the normalized multipath error due to presence and

absence of DP in LOS conditions, αPDE is the normalized propagation delay

error added in case when DP signal is partially attenuated, and αNDP is the

normalized error in case when DP signal is blocked. To differentiate behavior

of α in between LOS and NLOS events for indoor environment, a Bernoulli

random variable λ is used, where

λ =

 0, LOS

1, NLOS
(3.2)

The P(λ = 0) denotes the probability of a sensor node being in LOS

condition while P(λ = 1) denotes the probability of sensor node facing NLOS

condition. Similarly to model the presence and blockage of DP event for

sensor condition in case of NLOS condition occurs, another Bernoulli random
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variable η is used.

η =

 0, DP

1, NDP
(3.3)

Where P(η = 0) is the probability of DP detection while P(η = 1) is

the probability of DP blockage event occurrence. Table 5.1 shows that for

ITI scenario, Fuller and AK have more blockage probability for ToA-based

system operating at 500 MHz and 3 GHz band. The model also analyzes the

behavior of α in various multipath conditions. The main goal was to study

impact of harsher indoor multipath condition, i.e., NLOS (P(λ = 1)) and

DP blockage (P(η = 1)) event occurrence at same time. So that a reliable

TA advance system can be designed which can operate even in such indoor

harsh environment. For this condition, Alsindi model confirms that error

distribution for α follows a log-normal with mean σα and standard deviation

σα. Its distribution is given as,

f(α|λ = 1, η = 1) =
1√

2πασα

[
−(lnα− µα)2

2σ2
α

]
, (3.4)

Log-normal parameters in table 5.1 confirms the higher positive biasness

due to DP blockage for ranging error in harsh multipath environment. This

positive biasness induced by multipath environment will have great impact

on accuracy of correct TA value reported to sensor 1 by BS.
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Performance Analysis

In this section, the performance analysis of the system is presented in terms

of single TA value, averaging multiple consecutive TA values, biasness and

mean square error (MSE). We assume a multipath free scenario in the first

section, which serves as the benchmark performance. Afterwards, this section

is followed by including multipath effects.

4.1 Without Multipath (MP) Scenario

In a multipath free environment, the measured sensors location by BS is

distributed as Gaussian with mean Tact and standard deviation σNMP. One

of the problems in TA-based systems is that the sensor nodes must infer the

Tact from TA value assigned to them which should ideally be free from the

measurement errors, σNMP . In this investigation, we chose the TA bin center,

ti, as estimator. With ideal conditions, i.e., σNMP < Ts, it is sufficient to

assume that there is 100% probability that the Tact lies in the ith selected

22
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bin, i.e., (ti + TS/2) ≥ Tact ≥ (ti − TS/2). For σNMP < Ts, the probability of

choosing the wrong TA bin becomes substantial. In this case, probability of

assigning measured value to ith bin is given by,

Pi(Tact, σαNMP
) = P(bini|σαNMP

, Tact) =

1

2

erf

ti −
(
Tact − Ts/2

)
√

2σ2
αNMP

− erf

ti −
(
Ts/2− Tact

)
√

2σ2
αNMP

 , (4.1)

where erf(·) is the error function.

In most of the cases, an offset error may occur since continuous range

of Tact is mapped onto discrete distributions of ti. When a wrong TA bin

is selected, at least Ts/2 amount of error is added. In such a case, the

resultant error becomes much larger. Thereby, affecting the accuracy of

sensor node location. To reduce large resultant errors, one of the simple

solutions is averaging two or more multiple consecutive TA values that are

reported by the system for a given Tact. This not only reduces an offset

error but also minimizes the mean square error (MSE). The TA distribution

follows a multinomial behavior where the bin occupancies for this distribution

depends on Tact of a sensor node. For this Tact, the mean of n measurements

sampled from TA distribution also follows a multinomial distribution. We

assume that each measurement is explicitly independent of others. Therefore,

the first moment and second moment of measurement is given by,

E
(
t
)

=
n∑
i=1

Piti , (4.2)
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E
(
t
2
)

=
n∑
i=1

Piti2, (4.3)

Since, bin center ti is assigned a TA value, therefore, there will be, Tact,

dependent bias b(Tact) present with expectation value as,

b(Tact) = E
(
Tact − t

)
= Tact −

(
n∑
i=1

Piti

)
, (4.4)

For n measurements, second central moment or variance of estimator is

given by,

V ar(t) =
1

m

 n∑
i=1

Piti2 −

(
n∑
i=1

Piti

)2
 , (4.5)

Since variance of estimator only describes random fluctuation of estimated

values about its mean, however, due to presence of bias, this is not the

complete description of error. We use MSE to evaluate the estimator perfor-

mance. MSE is given as,

〈MSE〉 = b2(Tact) + V ar(t), (4.6)

Since Tact is unknown for given sensor node, we must use population-weighted

average MSE [43]:

〈MSE〉 =

∫
[b2(Tact) + V ar(t)]× ρ(Tact) dTact, (4.7)

Where ρ(Tact) is assumed uniform population density in Tact.
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4.2 With Indoor Multipath (MP) Scenario

From (3.4), it is evident that normalized ranging error (α) for indoor multi-

path environment follows log-normal behavior. By studying the pdf for given

parameters in table 5.1, it is observed that different environment shows vary-

ing tail behavior. Nature of multipath environment dictates the heaviness

of pdf tail. The heavier the tail of pdf is, the more ranging error occurs for

sensor 1 in multipath environment. We incorporated log-normal estimated

parameters of AK NLOS and Fuller NLOS into our proposed scheme and

studied the impact of harsh multipath on TA system for sensors. Estimator

performance is also analyzed for multipath environment in terms of (4.1) to

(4.7).



Chapter 5

Results and Discussions

Table 5.1: Parameters for ITI NDP event conditions, P(λ = 1)) and (P(η = 1)

Environment
500 MHz 3 GHz

P(η = 0) P(η = 1) µα σα P(η = 0) P(η = 1) µα σα

Norton (NLOS) 0.96 0.4 -3.13 0.62 0.83 0.17 -4.29 0.45
Fuller (NLOS) 0.1 0.90 -1.68 0.88 0.2 0.98 -1.90 1.13

Schussler 0.89 0.11 -1.59 0.49 0.87 0.13 -2.72 0.53
AK (NLOS) 0.39 0.61 -2.17 0.45 0.32 0.68 -2.89 0.81

In this chapter, performance of proposed scheme for sensors/actuators is

investigated via Monte-Carlo simulations on Matlabr 2018a.

5.1 Propagation delay errors for single TA

value and averaging multiple TA values

For GSM cellular system, symbol time (Ts) is 3.64 µsec. For this Ts, bin size

is 546 m radial distance and TA numbers ranges from 0-63. We show results

for single and three consecutive measured TA values. This particular system

is operating at 500 MHz bandwidth. NDP event parameters for AK NLOS

26
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Figure 5.1: Actual error in sensor 1 propagation delay extracted from single
TA (a) For AK NLOS (b) For Fuller NLOS
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and Fuller NLOS is taken from table 5.1.

From URLLC point of view, scales of all figures are in terms of time (µsec).

Fig. 5.1 shows results for actual error in propagation delay (Tact) extracted

from single TA value in multipath environment. It is evident that multipath

environment badly impacts the sensor 1 location accuracy. Thus, leading

to high errors in propagation delay. These patterns in results arise because

of conversion from continuous range of location values inside single TA bin

to discrete TA value. It can be seen from 5.1 that AK NLOS multipath

environment has more positive biasness in actual errors than Fuller NLOS

while Fuller NLOS has high errors due to reporting wrong TA value.

For LTE cellular system, Ts is 32.6 nsec. Bin size for this Ts is at 78 m

radial distance. TA numbers ranges from 0-1282. Fig. 5.2 and Fig. 5.3

reveals actual errors for single TA and three consecutive TA values in AK

and Fuller multipath environment. Reducing bin size from 546 m to 78

m considerably reduces actual error in propagation delay of sensor 1 for

multipath environment. Moreover, improvement in TA system occurs for

taking average of more than one consecutive TA values. From Fig. 5.1, Fig.

5.2 and Fig. 5.3, it is observed that change in µα of log-normal ranging error

has an impact on positive biasness in actual delay errors while change in σα

impacts the actual error in terms of reporting wrong TA value.

5.2 Impact of System Bandwidth

Fig. 5.4 depicts the impact of system bandwidth on actual propagation delay

error in AK and Fuller multipath environment. From Table 1, it is evident
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Figure 5.2: Actual error in sensor 1 propagation delay for AK NLOS multi-
path environment with TA bin size 78 m (a) Using single TA (b) Using three
consecutive TA
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Figure 5.3: Actual error in sensor 1 propagation delay for Fuller NLOS mul-
tipath environment with TA bin size 78 m (a) Using single TA (b) Using
three consecutive TA



CHAPTER 5. RESULTS AND DISCUSSIONS 31

56.5 56.55 56.6 56.65 56.7 56.75 56.8

Actual Propagation Delay, T
act

 ( sec)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
A

c
tu

a
l 
E

rr
o
r 

in
 T

a
c
t e

x
tr

a
c
te

d
 f
ro

m
 S

in
g
le

 T
A

 (
s
e
c
)

Fuller NLOS 500 MHz

Fuller NLOS 3 GHz

(a)

56.5 56.55 56.6 56.65 56.7 56.75 56.8

Actual Propagation Delay, T
act

 ( sec)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

A
c
tu

a
l 
E

rr
o
r 

in
 T

a
c
t e

x
tr

a
c
te

d
 f
ro

m
 S

in
g
le

 T
A

 (
s
e
c
)

AK NLOS 500 MHz

AK NLOS 3 GHz

(b)

Figure 5.4: Impact of system bandwidth on actual propagation delay for
sensor 1 with TA bin size 78 m (a) For AK NLOS (b) For Fuller NLOS
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that increasing system bandwidth decreases µα and increases σα. Without

loss of generality, it is observed from 5.4 that increasing system bandwidth

from 500 MHz to 3GHz leads to increase in actual delay errors for sensor 1.

5.3 Performance of estimator in terms of

MSE

In this section, we analyzed the performance of proposed estimator for sensor

1 in multipath environment to study its impacts on accuracy of location

estimation. Two TA bin cases had been taken for performance study.

5.3.1 With TA bin size 546 m

Fig. 5.5(a) shows the performance of estimator in multipath free environ-

ment, in terms of MSE and measurement error (σ(m)) for sensor 1 with

system operating at 500 MHz band. For σ = 0, there is no improvement in

MSE over averaging multiple n measured consecutive TA values.

But increase in measurement error up to 200 m decreases MSE for in-

creasing n. But beyond 200 m, we dont get any reduction in MSE for large

values of n. Therefore, an optimum value of σ exists for certain specific n for

which we get less MSE ,such as, for n=20, we get lowest MSE at optimum

σ value of 150 m. Ignoring the effects of biasness, variance is plotted using

(4.5). It approaches MSE curve for σ greater than 350 m. The effects of

two error components on MSE is also shown. Bias decreases for increase in

σ and becomes zero at center of TA bin. It doesnt change with averaging.
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Figure 5.5: Population-averaged delay error for sensor 1 as function of σ(m)
and n with TA bin size 546 m (a) For No Multipath (b) For Multipath
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While, raw random measurement error σ/m shown by dash-dotted curve

decreases with increasing n. For increasing σ, random measurement error

increases while bias decreases, averaging multiple TA values shows reduction

in MSE. Therefore, we can use the statistical technique known as stochas-

tic resonance to improve the average MSE in multipath environment. In

stochastic resonance, addition of small noises leads to better chance of signal

detection which is otherwise below detection thereshold. It is observed from

Fig. 5.5(a) that at large values of σ, MSE and variance curves asymptotically

approaches the σ/m curve. Thus for the case of sensor 1 in multipath free

environment, we see that optimum value of MSE is obtained for increase in

σ and averaging n > 1 TA values. But beyond 200 m, no gain in reduction of

MSE is observed. Fig. 5.5(b) shows the estimator performance in multipath

rich environment. We get less gain in MSE improvement for n greater than

three. Also, bias exists over the whole TA bin.

5.3.2 With TA bin size 78 m

Fig. 5.6 shows the performance of estimator in multipath rich environment,

in terms of MSE and measurement error (σ(m)) for sensor 1 with system

operating at 500 MHz band. It is evident from Fig. 5.6, that reducing TA

bin size from 546 m to 78 m had brought significant improvement in MSE

reduction.
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Conclusion & Future Works

6.1 Concluding notes

In this thesis, we have studied TA based scheme for IIoT scenario to mitigate

the propagation delay in indoor multipath environment. For indoor harsh

multipath environment, we used the Alsindi indoor ranging model. We also

evaluated the performance of estimator for multipath environment in terms

of bias, variance and MSE. The simulation results show that multipath envi-

ronment certainly impacts the propagation delay errors for TA-based system.

We conclude the thesis as following:

1. We had analyzed resultant error due to reporting single wrong TA value

for a given stationary sensor ToA signal. As discrete TA value is just an

approximation of propagation delay or ToA value between sensor and

BS, each TA value corresponds to a continuous range of ToA values in

single bin. This leads to resultant error for a given sensor location. We

had shown that averaging multiple TA values for sensor location leads

36
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to reduction in resultant error due to reporting wrong TA value. Thus,

increasing the accuracy of estimated sensor propagation time delay.

2. We also had analyzed the resultant propagation delay error for various

bin sizes ,i.e, GSM bin size and LTE bin size. GSM bin size is 546 m

and LTE bin size is 78 m. It has been observed that decreasing TA

bin size brings improvement in reducing errors for sensor’s propagation

delay.

3. Increasing system bandwidth also impacts the resultant error in severe

way by increasing mean and variance of normalized ranging error. This

leads to increase in resultant error due to positive biasness and due to

wrong TA value assignment.

4. Multipath decreases the MSE performance of estimator. The gain ob-

tained in reducing resultant errors due to averaging multiple TA values

also gets impacted by harsh multipath effects.

6.2 Future Works

This is just the start of initial work on 5G network providing URLLC services

to the mission critical industrial applications. To realize the full potential of

over-the-air timing synchronization architecture for next generation 5G RAN

system to satisfy needs of stringent delay and reliability driven applications,

all key drivers and challenges must be properly addressed and taken care of.

As a future work, finding an optimum TA bin size to reduce propagation

delay for over-the-air (OTA) based TA scheme in IIoT sensors/actuators
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networks can be studied. Also, increasing system bandwidth has impact on

normalized ranging error which in turn increased the resultant error. A new

physical layer specification for 5G layout plan has a bandwidth numerology

architecture to support variable bandwidth and backward compatibility with

previous cellular networks. This numerology architecture can be studied with

respect to timing advance mechanism.
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