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Abstract

The 5G technology will achieve high data rates, reduced latency, increased bandwidth, en-

hanced coverage, seamless connectivity, low cost and energy efficient systems through the

union of multiple new technologies. For example, the existing macro band is insufficient to

accommodate the ever increasing wireless traffic. Therefore, the high frequency millimeter

wave (mmWave) spectrum should be utilized. On the other hand, the traffic load on existing

base stations (BSs) should be reduced by offloading users to a device-to-device (D2D) net-

work. Similarly, the initial access (IA) scheme of the existing 4G long term evolution (LTE)

system is not suitable for 5G environment due to issues related to connectivity, blockages,

deafness, discovery range etc. Hence, for the successful implementation of an efficient 5G

network, a novel IA scheme is the need of the hour. This dissertation is motivated from

these technologies where the amalgamation of novel IA schemes, mmWave system and D2D

network improves the network performance.

Our research work consists of three phases. In the first phase we propose and implement

two novel beamforming (BF) techniques, i.e., auxiliary-half (AH) and auxiliary-full (AF) at

the transmitter (TX) side. In AH, two beams are generated simultaneously at the BS side,

whereas, in AF, the beams are generated in a time division manner. The BS scans for the

desired user by pointing the beam pair in a particular direction. The scanning process occurs

in a sequential way and the user discovery process is successful only when the received signal-

to-noise-ratio (SNR) is above a certain threshold value. We also develop a mathematical

model for BF in the exhaustive and iterative search methods for a comprehensive analysis.

Our results show dependence on beam-pair separation in both AH and AF schemes. AH

achieves a lower discovery delay (DD) than iterative method and also lower probability

of miss detection (PMD) than exhaustive scheme. Moreover, AF has a lower DD than

exhaustive method and AF outperforms all other schemes in terms of PMD.
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In the second phase, we implement BF at both TX and receiver (RX) side and propose a

novel antenna scan sequence scheme. Both TX and RX scan the desired region in a non-

sequential manner by utilizing the proposed antenna scan sequences. We also implement

BF in the oblivious directional neighbor discovery (ODND) and Polya’s Necklaces schemes

for a detailed comparison. Simulation results show that both AH and AF rely on beam

pair separation for optimal results. We also show a high dependence on SNR for the DD

process, which contradicts the worst-case upper bound proposed by the ODND scheme.

Furthermore, we show that AH and AF can achieve a lower DD for a certain range of TX-

RX separation, SNR threshold and beam-pair separation. AF also outperforms all other

schemes in terms of PMD.

The third phase discovers the optimal value of beam pair separation at both TX and RX

side. BF is implemented at both TX and RX through non-sequential antenna scan sequences

and a beam pair is investigated that achieves the least DD and PMD. It is also shown that

the narrowest possible beam pair separation at both TX and RX does not ensure a least

DD in either AH and AF schemes.
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Chapter 1

Introduction

In this chapter, we briefly discuss about 5G and its relevant technologies. We also highlight

our motivation behind this work and our valuable contributions to literature. The details

are as follows.

1.1 5G Overview

Over a few decades, the mobile communications have evolved from voice only systems to

multimedia applications. This rapid growth has attracted many users and according to

statistics the mobile traffic increased by 70% in 2014 out of which more the half of the traf-

fic consists of video mobile users [3]. It is expected that by 2020, around one terabyte data

will be downloaded by an average mobile user annually [4]. On the other hand, augmented

reality is gaining popularity as well and applications like Machine-to-Machine (M2M), D2D,

Internet of vehicles (IoV), Internet of Things (IoT), etc. require high data rates and con-

nectivity for successful communication. It is a crucial task for existing 4th generation (4G)

long-term-evolution (LTE) systems to support these high-level applications. Although LTE

is utilizing the concepts of multiple-input multiple-output (MIMO), heterogeneous networks

(HetNets), small cells, multiple antennas etc. to sustain this heavy traffic load yet it seems

unlikely to hold on to such a heavy load in the long run [4]. Hence, to satisfy this increasing

mobile traffic and to ensure maximum capacity and seamless connectivity, the generation

of 5G emerged.

5G envisions a massive increase in data rates (1-10 Gbps), high bandwidth, reduced latency,

enormous connected devices, full coverage (almost 100%), increased battery life and reduced
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energy consumption [5], [6]. The details of these technical requirements are as following:

1.1.1 Data Rate and Coverage

It is expected that 5G will maintain seamless connectivity anytime and anywhere with the

data rate of at least 1 Gbps. The peak data rates along with quality of service (QoS) for

different users, i.e., high-mobile and low-mobile users must always be ensured. The existing

4G network can support mobility of around 250km/h whereas, 5G will support mobility of

500 Km/h as well [2].

1.1.2 Latency

The latency requires that the data is delivered from source to destination within a set time

period. 5G is expected to achieve a round trip time of around 1-5ms (10ms for 4G) [2, 7].

1.1.3 Connected Devices

5G will help achieve connectivity of devices at a massive level, which may reach around

100 times more devices in the network as compared to the existing wireless networks. The

devices may vary with respect to technology (IoTs, wireless sensors, machine communication

etc.) and require different data rates, reliability and delay [2].

1.1.4 Cost and Energy Efficiency

5G must ensure a cost-effective network to address mobile operators concerns regarding

revenue flattening. Specifically, the energy-efficiency (EE) must improve by up to 1000

times compared with existing cellular technologies [2, 8]. This reduced power consumption

will automatically lead to improved battery life [9].

1.1.5 Multiple RATs

5G will co-exist with the current wireless technologies, i.e., global system for mobile commu-

nications (GSM), 3G, LTE, Wi-Fi etc. to get integrated in a seamless manner for a unified

system [2].
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1.1.6 Higher Bandwidth

5G will also enable connectivity between multiple devices for a long duration and with high

bandwidths in a specific area [9].

5G can achieve its above stated targets through a collection of different technologies such

as D2D, millimeter wave (mmWave), beamforming (BF), initial access (IA), massive MIMO

(mMIMO), HetNets etc. as shown in Fig. 1.1. The details of these technologies are as

following

Figure 1.1: Schematic diagram of next generation 5G wireless networks [1].

1.2 Massive MIMO

A mMIMO system consists of a huge number of antennas deployed at both transmitter (TX)

and receiver (RX). In particular, the expected number of antennas is 10 times larger than

the total streams served to all cellular terminals. This in turn, leads to high BF gains and

enhanced system capacity. The increased BF gains help reduce the inter-stream and intercell

interference. Also, the capacity increase in a mMIMO system occurs by mere increase

of the number of antennas and without increasing the transmit power and bandwidth.

mMIMO achieves better signal-to-noise ratio (SNR) through zero pilot contamination and

perfect channel state information (CSI). Although, mMIMO deployment can help satisfy
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the increased capacity demand in the upcoming 5G systems, yet, the improved capacity

leads to a dense cellular network, higher cost and complexity [10], [11].

mMIMO system can also enhance the EE of a system in two ways. First, the transmission

power of users is reduced significantly when the number of antennas is increased and sec-

ondly, when the number of users increase, large throughput gain is achieved. This high gain

is achieved through linear processing techniques of maximal ratio transmission and com-

bining on the downlink and uplink side, respectively. The EE achieved through mMIMO is

very high as compared to conventional systems [12].

1.3 Millimeter Wave

One of the key features of 5G technology is to support massively increasing mobile traf-

fic along with high data rates and seamless connectivity. This target can be achieved by

utilizing large chunks of spectrum in the very high frequency range such as mmWave spec-

trum [13]. The mmWave consists of a spectrum ranging from 30GHz-300GHz. Although,

huge bandwidth can enable high capacity, high transmit power and flexibility for gigabit

wireless communications, yet mmWave experience high propagation losses and expensive

components [14]. High propagation loss makes mmWave unsuitable for long-distance com-

munications. Recently, mmWave is utilized for point-to-point or high-resolution multimedia

communications for outdoors and indoors, respectively. However, for future networks the

support for non-line-of-sight (NLoS) cellular communication and long-range geographical

coverage must exist. A key solution to make NLoS communication possible is through

directional BF at TX and/or RX side [15, 16].

1.4 Heterogeneous Networks

HetNets is the collection of different cellular types, such as macro, pico, micro and femtocells.

This combinational network is a key to enhance network coverage, capacity and EE. HeNets

are being deployed in the existing 4G cellular networks. However, in the upcoming 5G

architecture, not only multi-tier HetNets but relaying and multihop communications will be

the essential part of the 5G network. The resource allocation algorithms that emphasize on

efficient utilization of transmit power, bandwidth, antennas etc. while reducing inter-user

and intercell interference and ensuring acceptable QoS will be the key features of the 5G
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network. Also, the combination of mmWave and mMIMO systems will help resolve the

critical challenges of 5G HetNets by seamless integration into the existing network as shown

in Fig. 1.2 [2].

Figure 1.2: The potential 5G HetNet network architecture [2].

1.5 Device-to-Device Communication

When two devices communicate with each other in a licensed cellular bandwidth without

or with limited base station (BS) involvement, it is known as a D2D communication. In

the existing cellular generations, the concept of D2D does not exist mainly because D2D

communication reduces the cost of local service provision. However, to satisfy the ever-

increasing demand of context-aware applications and services, D2D is envisioned in the 5G

network. D2D functionality can play a key role in mobile computing and resource sharing

among users who are spatially close to each other. D2D communication can also help

offload the network load by allowing direct transmission between nearby users. Moreover,

it can prove a life savior at the time of natural calamities, for example, during hurricane or

earthquakes, urgent communication network can be setup through D2D [17]. The network

capacity can also be enhanced in a 5G network through mmWave usage in a D2D system

for short-range communication. mmWave experience low multi-user interference and many

mmWave D2D links can occur simultaneously, hence, improving the network capacity [18].

Although D2D communication has attracted a lot of attention for a 5G network, yet there
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are certain challenges associated with D2D network as well. The details of which are as

following [18]:

1.5.1 Synchronization

Synchronization among devices is important for discovering each other in correct time and

frequency. However, it becomes a challenge when the devices belong to different BSs or

when the users lie outside the coverage network.

1.5.2 Peer Discovery

Neighbor node discovery in less time and with reduced power consumption is important

for successful communication. The cooperation among multiple BSs in a multi-tier network

makes device discovery a challenging task.

1.5.3 Resource Allocation

Resource allocation is a critical step in establishing and maintaining links between D2D

pairs. An optimal resource allocation scheme is required to achieve this target.

1.5.4 Interference Management

Devices may suffer from inband and outband interference. Interference can be mitigated if

the devices operate at low power, but it reduces the QoS at the receiver. Therefore, new

interference mitigating techniques are required.

1.5.5 Mobility

Mobile users pose a challenge for D2D communication and optimal performance is required

by addressing the handover and interference challenges.

1.5.6 Pricing

Another critical issue is controlling the direct link between devices and charging the users.

An efficient pricing model is required to address this problem.
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1.5.7 Security

Security is a vital issue in D2D because data is not stored centrally. The devices are prone to

common attacks such as internet protocol (IP) spoofing, eavesdropping, impersonification,

malware attacks etc.

Hence, all the above stated challenges must be addressed in the 5G cellular network.

1.6 Initial Access

IA is a mechanism that allows both mobile users and BS to develop a physical link to ini-

tiate communication. In the existing network, IA is only deployed through omnidirectional

channels, whereas, in 5G, IA will be utilized through directional BF [19]. The main factors

that make IA of 4G-LTE unsuitable for 5G are as following [20]:

1.6.1 Discovery Range Mismatch

LTE acquire synchronization through omnidirectional transmission during cell search pro-

cess. BF in LTE is utilized after the physical link is established. However, for 5G, it may

be essential to utilize BF during cell search process, since omnidirectional communication

may pose a mismatch during cell detection and data transmission/reception.

1.6.2 Multi-Connectivity

5G is a dense network with multiple devices detecting and communicating simultaneously,

hence IA technique should be redesigned.

1.6.3 Blockage and Deafness

The existing 4G-LTE network increases the transmission power and waits for a random

backoff time to cater the issues of deafness and blockages, whereas, 5G mmWave will not

deal with these issues in a similar manner. Hence, new adaptive techniques are required.
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1.6.4 Dynamics-Aware Access

The existing reference signal receiver power (RSRP) association scheme would not be sup-

ported by 5G network due to dense topology, Therefore, new access techniques are required

to handle intermittency and directionality in a 5G system.

1.7 Thesis Motivation

The 5G technology promises high data rates, seamless connectivity, reduced latency, higher

bandwidth, enhanced coverage, an energy efficient and cost efficient system [2]. To achieve

these targets, multiple new technologies should co-exist. For example, the increasing wire-

less traffic cannot be accommodated on the existing microwave band only. Therefore, the

high frequency mmWave spectrum must be utilized. Also, the bursting traffic load on ex-

isting BSs should be reduced by offloading traffic to a D2D network. Similarly, the IA

mechanism of a 4G-LTE system is unsuitable for the 5G network because of issues related

to multi-connectivity, discovery range mismatch, blockages, deafness, etc. [20]. Therefore,

to overcome the challenges of a 5G network, a novel IA scheme for 5G networks is the need

of hour. Our work was motivated from these technologies where we would like to propose

some novel IA schemes in a mmWave-based D2D network for enhanced performance. Ini-

tially, the research work was focused on enhancing the capacity of a heterogenous network

by deploying massive MIMO and small cells. However, the focus shifted from a HetNet to a

single small cell to better understand the TX and RX connection by utilizing the mmWave

band.

1.8 Thesis Contribution

We formulate our research problem in different stages and the contributions in each stage

are as following.

1.8.1 Stage 1

We propose two novel BF techniques for a mmWave network. The BF techniques are

implemented at the BS and a complete mathematical model is presented. In our algorithm,

the BS forms two beams, either simultaneously or in a time division manner. The BS then

8



scans the entire region in a sequential manner and searches for the user through directional

BF. If the received SNR is above a certain threshold value, only then the detection process is

successful. Our proposed schemes aim at minimizing the user detection time and maximizing

the detection probability.

1.8.2 Stage 2

We implement BF in a mmWave-based D2D network. We proposed BF at both the TX

and RX sides. Two simultaneous or time-division based beam pairs are formed at RX and

TX. However, the user detection process is not sequential. We proposed novel antenna scan

sequences for beam sweeping at both TX and RX. The devices scan the region according

to the antenna scan sequence. The search process continues until the devices have discov-

ered each other or the maximize time bound is achieved. The proposed algorithms aim at

reducing the discovery time and improving the detection probability.

1.8.3 Stage 3

BF is implemented by generating two beams simultaneously or in a time-division fashion.

We investigate the optimal separation between a beam pair. The beam pair separation is a

key factor in determining the efficient device detection mechanism. The optimal selection

of beam pair separation results in reduced discovery delay and increased device detection

probability.

1.9 Thesis Organization

The dissertation is organized as follows. Chapter 2 highlights the existing work in literature

with respect to different 5G technologies. Chapter 3 gives a brief overview about the beam-

forming mechanism and different beamforming methods. Our proposed algorithms for a

mmWave cellular network are discussed in chapter 4. Chapter 5 sheds light on the proposed

algorithms and non-sequential BF techniques in a mmWave-based D2D network. The role

of proposed beams with respect to optimal beam-pair separation is discussed in chapter

6. Finally, chapter 7 summarizes all our contributions and highlights the proposed future

directions.
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Chapter 2

Literature Review

In this chapter we discuss some important 5G technologies in the light of existing litera-

ture. The main discussion revolves around BF, IA, D2D, mmWave, Massive MIMO and

Heterogeneous networks. The details of each technology are as following.

2.1 Millimeter Wave

mmWave is a high-frequency, low-range system that is studied extensively with respect to 5G

communications. mmWave in terms of spectrum management is studied in [21]. A control-

data separation architecture is proposed. The network consists of a control BS (CBS) and

data BS (DBS) operating at sub-6 GHz single band and mmWave dual-band, respectively.

An optimization problem is solved to improve the EE and spectral efficiency.

mmWave is also studied in combination with non-orthogonal multiple access (NOMA) tech-

nique [22]. An uplink NOMA system based on MIMO architecture is proposed. Multiple

users are categorized as strong and weak users according to their CSI. Successive interfer-

ence cancellation technique is used by the BS to overcome weak user interference [23]. It

is shown that a mmWave-based NOMA system achieves better sum rate as compared to

ultra-high frequency (UHF) and orthogonal multiple access networks.

2.2 Heterogeneous Networks

HetNets is a key technology to enhance data rate and coverage of a 5G network. Coverage

and data rate are also increased in a HetNet through interference mitigation techniques [24].
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A reverse frequency allocation (RFA) mechanism is utilized to reduce the cross-tier interfer-

ence in a HetNet. The close-form expressions for coverage and data rate are derived through

stochastic geometry and it is shown that RFA help achieve better outage capacity gains and

performance gains.

HetNets are also investigated in terms of resource optimization. The existing resource alloca-

tion mechanism are insufficient in capturing the complete picture of a physical environment

due to their reliance on single-slope loss model. Therefore, a multi-slope path loss model

is investigated in a HetNet in [25], [26]. A HetNet with pico and macro cell is analyzed

and a user association algorithm for dual slope path loss model is proposed. The dual slope

outperforms single slope path loss model by offloading traffic from macro to pico cell [26].

A joint power allocation, user association and subcarrier allocation framework is proposed.

The algorithm is formulated as a maximization problem of weighted sum rate while main-

taining the QoS criteria. The proposed algorithm outperforms the single-slope path loss

models and also improves system load by offloading users from macro BS to small cells [25].

A HetNet with macro and femto cells is investigated in [27]. A RFA scheme is proposed to

provide intercell orthogonality which results in improved data rates. The impact of adjacent

cell interference is also studied and a hybrid RFA scheme is developed. The modified RFA

outperforms the conventional RFA in terms of sum rate capacity and user fairness. HetNet

is also studied in the context of flexible duplexing in [28]. The system performance can

be improved through switching between half-duplex (HD) and full-duplex (FD). A duplex

scheme based on distance is proposed to study the impact of dual slope path loss model.

Based on maximum received power, a user connects with the BS. Afterwards, the mode of

operation i.e., FD or HD is chosen based on threshold distance. It is shown that distance

in path loss model and threshold distance in FD directly impacts the system sum rate.

A HetNet with femto and macro cell is discussed in [29] based on a hierarchical game

theory approach. In the first step, a non-cooperative game is played by femto access points

(FAPs) to maximize rate by choosing between open or close access policy. In the second

step, macro cell users decide connectivity between either FAPs or macrocell BS such that

rate and network performance is maximized. The network-assisted user-centric is the best

method to improve the HetNet performance. The use of femto cells in a HetNet to enhance

system capacity is studied in [30]. A RFA scheme is proposed by dividing the service

region into multiple parts and assigning frequencies to avoid interference in the network.
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It is concluded that for a reasonable value of signal-to-interference-plus-noise-ratio (SINR),

multiple regions help reduce the outage probability. HetNets with femto cells and RFA

scheme is also proposed in [31]. A closed-form expression is derived for coverage probability

under different RFA schemes. It is shown that the use of multiple regions enhance the

coverage probability.

HetNets are also studied in combination with mmWave. The details are as following.

2.2.1 mmWave in a HetNet

A three-tier HetNet consisting of macro cell with sub-6GHz and small cells with sub-6

GHz and mmWave bands is studied in [32], [33]. A stochastic geometry model is utilized to

analyze the spectral efficieny, coverage, EE and rate of a HetNet. It was shown that mmWave

small cells increases the network coverage and spectral efficiency. Resource management

in mmWave is also investigated in [34]. A framework is proposed to improve the QoS

of a mmWave-based HetNet. The results are formulated in the light of computationally

intelligent (CI) techniques. The simultaneous operation of both micro and mmWave links is a

challenging phenomenon in terms of resource allocation. Hence, efficient CI techniques such

as optimization routines and game theory are proposed to improve resource management in

mmWave HetNet.

A multi-tier HetNet with unmanned aerial vehicles (UAVs) is proposed in [35]. The mmWave

and sub-6GHz aerial BSs are utilized to maintain the data rate and network coverage re-

quirements. Multiple network configurations are implemented to study the impact of bias

factor and number of users. It is concluded that the combination of mmWave and sub-6GHz

improves performance in terms of network capacity and SNR coverage, respectively. A game

theoretic model of two layers for hybrid HetNet is proposed in [36] to maximize EE. In the

outer layer, the FAPs can maximize the data rate through the selection of mmWave or sub-

6GHz frequency band. The inner layer enables user association efficiently by maximizing

transmission power and minimizing data rate. It is concluded that the inclusion of mmWave

help improve EE and sum-rate as compared to single sub-6GHz network.

To overcome mmWave path loss and penetration losses, a HetNet is proposed in [37] that

brings the BS close to the end user. The downlink-uplink effect is studied in detail and it

is concluded that the proposed system design improves the data rate and coverage.
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2.3 Massive MIMO

Currently, mMIMO is an attractive sub-6GHz technology in a 5G network that can provide

good communication serves to high mobility users. mMIMO is studied in multiple contexts.

A lower throughput bound for a mMIMO system is derived in [38]. A hexagonal geometry

with uniform user distribution is evaluated. The lower bound is limited by pilot contam-

ination, intra and inter cell interference. It is shown that the throughput performance is

highly affected by the reuse factor and a minimum reuse factor is quantified.

An ergodic rate analysis is presented for a mMIMO system in [39]. Multiple antennas are

deployed at the BS. The pilot contamination process occurs in the uplink, while the CSI is

acquired by the BS through minimum mean squared error (MMSE) estimation. It is shown

that shadowing is not affected by increasing the antennas under different precoding methods.

The impact of Rayleigh fading and lognormal shadowing in mMIMO is investigated in [40].

SNR is analyzed utilizing the maximum-ratio-combining (MRC) RX. Furthermore, utilizing

the SNR analysis, the SINR in a multi-user environment is determined for MRC, zero

forcing (ZF) and MMSE receivers. The effect of outage is also studied and it is shown that

large-scale fading is not averaged out by an increase in number of antennas at the BS.

A closed form expression for outage proabability in a mMIMO system is analyzed in [41].

MRC is utilized by the BS under path loss and Rayleigh fading environment. It is shown

that SINR is approximated through lognormal random variable and increasing the antennas

did not average out the shadowing effect. The recent concept of virtual MIMO (vMIMO)

is investigated in [42]. Single antenna nodes cooperate to form clusters and enable trans-

mission in vMIMO technology. A MIMO-based distributed antenna systems (DAS) and

vMIMO-based DAS is discussed to improves spectral efficiency and successful end-to-end

communication.

mMIMO is also investigated along with mmWave and HetNet. The details are as following.

2.3.1 Massive MIMO with mmWave

mmWave mMIMO in terms of encoding and detection is studied in [43]. A lower bound on

system throughput is derived. However, the lower bound is limited by pilot contamination

intracell and intercell interference. It is shown that the reuse factor is crucial in determining

the least achievable throughput. A mMIMO system in combination with mmWave and
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sub-6GHz small cells is studied in terms of security in [44]. A stochastic geometry model

is proposed to investigate the secrecy EE (SEE), secrecy outage probability and secrecy

spectrum efficiency (SSE). The impact of directional BF, cell density, large antenna arrays

and transmit power is also investigated. The results show a tradeoff between improved

secrecy and coverage.

A mMIMO-enabled multi-tier HetNet with sub-6GHz bands and mmWave in terms of se-

crecy outage is also analyzed in [45]. The network is overlaid with numerous eavesdroppers.

A poisson point process (PPP) is used to analyze location of both desired user and eaves-

dropper. The results show that the mmWave-based HetNet significantly reduces the secrecy

outage probability and connection outage. An UHF and mmWave-based mMIMO system is

studied in [46]. A pilot reuse algorithm is proposed to obtain a lower bound on throughput.

It is concluded that the performance of UHF system is highly dependent on reuse factor,

whereas, mmWave is almost independent.

2.3.2 Massive MIMO and Heterogeneous Networks

The co-existance of a mMIMO system in a Hetnet fulfills the data rate requirement of a

5G network. mMIMO helps increase the network capacity and a Hetnet ensures seamless

conenctivity. Our previous work in [47] implements this architecture to enhance network

capacity. A two-tier network is implemented with mMIMO deployed at the macro-tier and

single antennas for the femto cell. A novel channel allocation scheme is proposed to maximize

the network throughput and EE. The results show that there exits an optimal split between

number of channels allocated to the macro and femto cells. Also, an optimal trnasmit power

exists that enhances the network EE. Under different scenarios, mMIMO plays a crucial role

in enhancing the sum rate capacity as compared to single antenna femtocells.

mMIMO and small cells can also improve EE of a network through soft-cell coordination ap-

proach, where the mobile user is served by non-coherent BF from multipe transmitters [48].

The users are allocated optimally to a transmitter by solving a complex optimization prob-

lem. The results show a great improvement in the total power consumption of the network

through the combination of mMIMO and small cells. mMIMO and small cells are also used

to suppress interference through directional transmission of multiple antennas at the macro-

cell and creating gaps for small cell transmission in other directions [49]. Also, the inter-tier

interference can be coordinated by either intelligently switching OFF the small cells or
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offloading macrocell traffic to small cells, hence, increasing the throughput significantly.

2.4 D2D Communication

To enhance data rate in the context of live video and data sharing in a 5G network, D2D

system plays a vital role [50]. The network capacity is improved by offloading traffic from

BS to D2D entities. However, D2D communication poses several challenges such as network

discovery, interference management, network security and proximity services. Some emerg-

ing techniques such as mmWave, V2V communications, simultaneous wireless information

and power (SWIPT), energy harvesting etc. could help achieve upcoming targets in the

context of 5G D2D networks. D2D is also helpful in 5G network as it helps offload traffic

from BS and provide direct peer-to-peer links [51]. Direct communication will also pave

way for easy health monitoring, public safety networks, disaster area networks, multimedia

services etc.

D2D has also been studied in the context of energy harvesting. A resource allocation algo-

rithm for D2D system with energy harvesting is proposed in [52]. The algorithm investigates

the interference and cellular links of a D2D system which results in optimal power allocation

and maximized sum rate. The algorithm outperforms the exiting algorithms with respect

to sum rate. D2D cooperated HetNet is analyzed in [53]. An amplify-and-forward scheme is

used to engage the idle femtocell users and enhance coverage to macrocell users. Closed form

expressions for outage probability and SNR are derived to show performance improvement

through femtocell users cooperation.

D2D has also been investigated in the context of network coding in [54]. A comparison is

presented between relay-aided D2D and relay-aided network-coded D2D network. D2D pairs

are prioritized during transmission based on the channel characteristics. The success proba-

bility for both schemes is quantified based on SNR margin regions. A cooperative multi-hop

D2D network is studied in [55]. Relay nodes are deployed randomly in the network and

expressions for end-to-end transmission and received power in a path loss and Rayleigh fad-

ing environment are obtained. An improved end-to-end communication is achieved through

SNR based relay selection. D2D based on SWIPT is investigated in [56]. A PPP model is

utilized for node distribution and intra-region signaling is performed by the central node.

Expressions for end-to-end transmission and ergodic rates are derived and it is shown that
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end-to-end transmission is successful for large distance between D2D nodes.

D2D is also studied in combination with mmWave system. The details are as following.

2.4.1 D2D in mmWave

D2D and mmWave are two key technologies that complement each other. mmWave pro-

vides high throughput and reduced interference through highly directional communication,

whereas, D2D facilitates short-range communication [57]. Recently, D2D communications

for mmWave systems have grabbed the attention of both academia and industry to over-

come the limited power and blockage effects of a mmWave system. D2D systems can help

improve coverage and connectivity through a relay network. A two-hop relay system for

mmWave communication is studied in [58]. A threshold policy is designed to get a tradeoff

between throughput gain and throughput loss due to the search for a better delay and higher

relaying overhead, respectively. Similarly, a two-hop D2D mmWave network to overcome

blockages is also discussed in [59]. Stochastic geometry is used to derive the coverage prob-

ability and spectral efficiency. A comparative study is conducted between microwave and

mmWave D2D system and it is concluded that microwave D2D achieves better coverage as

NLoS channel can be established. Whereas, the coverage for mmWave D2D is better with

high number of interferers as NLOS interferers gets eliminated through blockages. Also,

mmWave D2D uses less uplink resources as compared to microwave D2D relays.

D2D is also analyzed in [60] to discover the unblocked line-of-sight (LoS) links in a mmWave

system. The communication occurs by either finding the unblocked LoS path or switching

to microwave band. In addition, beam alignment is also investigated for directional commu-

nication and it is concluded that the combination of mmWave and microwave significantly

improves the communication as compared to single band communication. Another hybrid

scheme to overcome mmWave blockage effect through switching between microwave band

and mmWave band in a D2D network is studied in [61]. A stochastic geometry model is used

to analyze the coverage probability and area spectral efficiency (ASE) with the conclusion

that standalone bands, i.e., mmWave or microwave perform worst as compared to hybrid

mode.

The performance of D2D mmWave system is analyzed through Poisson bipolar model in [62].

A meta distribution for SINR and data rate is derived to study the number of users that

achieve the target reliability. It is concluded that the meta distribution through beta approx-
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imation doesn’t work well with highly directional antennas or small node density. Hence, a

modified algorithm is proposed to study the mean delay and outage capacity. A clustered

D2D mmWave system is investigated through Poisson cluster process in [63]. Multiple an-

tennas are deployed at the TX and RX. An analytical expression is derived for ASE and

coverage probability and it is concluded that coverage probability is influenced by intra-

cluster interference and an optimal number of simultaneously active TXs maximize the

ASE.

A multi-tier HetNet with mmWave, microwave and D2D users is investigated in [64], [65].

Downlink dynamic resource sharing is studied to maximize the EE of users served by

mmWave or microwave small cells. The QoS of D2D users is also maintained. An EE

optimization problem is formulated to maximize the network EE. The optimization prob-

lem is studied in terms of two subproblems related to resource allocation management and

EE maximization. The results highlight the tradeoffs between outage probability, EE and

sum rate for different D2D pairs densities and QoS levels.

D2D network is also utilized for directional communication using oblivious directional neigh-

bor discovery (ODND), Hunting-based Directional Neighbor Discovery (HDND) and Polya’s

Necklaces algorithms. The details of each of them are as following:

2.4.2 ODND

Neighbor discovery through directional communication in a decentralized network is a chal-

lenging task [66]. A node discovery algorithm is devised with heterogeneous antenna config-

uration. The discovery process begins when both RX and TX point their beams in different

search sectors. The BF direction is calculated through an antenna scan sequence and the

search process ends only when the beams of each device get aligned. An upper-bound has

also been derived to prove that the nodes always discovery each other within the minimal

bounded time. It is shown that the proposed algorithm can achieve a tradeoff between

average and worst-case performance.

2.4.3 HDND

Another directional neighbor discovery algorithm for mmWave system is discussed in [67].

The device discovery process occurs through clockwise or anti-clockwise rotation of TX and
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RX with a given angular velocity. Device discovery is made successful by driving certain

conditions regarding the distribution of the overlap angle and beacon-ACK handshake be-

tween the beams of a D2D pair. A sequence design is adopted for a decentralized network

to coordinate transmission and reception between nodes. The node discovery is ensured

within a bounded worst-case discovery delay through the proposed algorithm.

2.4.4 Polya’s Necklaces

Neighbor discovery in a decentralized network with heterogeneous antenna configuration

is studied in [68] through Polya’s Necklaces algorithm. The worst-case discovery delay is

minimized through Polya’s enumeration theorem and Fredricksen, Kessler and Maiorana

(FKM) algorithm. It is shown that the proposed algorithm reduces the discovery delay

through short and efficient antenna scan sequences.

2.5 Beamforming

It is a data transmission technique that relies on different antenna beams for communication.

BF is discussed in multiple perspectives. An angle-based BF algorithm is proposed for

mMIMO mmWave system in [69]. The user selection is pre-defined to reduce intra-cell

interference. The scheme help reduce feedback bits and feedback frequency. Also, the

overhead is far less as compared with CSI-based BF scheme. A UAV based BF in mmWave

is studied in [70]. UAV is the BS that covers ground mobile users. A codebook for beam

training is proposed for both sufficient and insufficient beam training scenarios. A prediction

model is used for efficient beam tracking along with user mobility. The results show an

increased downlink capacity and reduced mean angular error.

A maximum likelihood angle-of-departure (AoD) based hybrid BF in mmWave system is

investigated in [71]. A discrete Fourier transform (DFT) BF is proposed for angle estimation.

The Butler matrix is utilized to implement DFT matrix in analog domain. A Cramer-Rao

lower bound is derived for performance analysis. Machine learning based beam tracking in

mmWave is investigated in [72]. A prediction model is proposed where past CSI is used

for predicting future CSI through machine learning. The number of channel estimates are

reduced by this method, hence, reduced pilot overhead.

An analog beam tracking technique is proposed in [73] for accurate and fast tracking of
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mobile users. A recursive phenomenon is used for monitoring both the static and dynamic

scenarios. The proposed algorithm achieves convergence towards the minimum Cramer-Rao

lower bound. Also, the algorithm can even track mobile devices accurately at very low SNR

values.

A cell discovery mechanism that reduces the overhead in a mmWave system is proposed

in [74]. A framework based on out-of-bound information is analyzed and relationship is

established between mmWave parameters and BS detection performance. The results high-

light the averaged undiscovered probability and beam pattern in the desired region.

A transmitter beam selection algorithm is proposed in [75]. The scheme relies on in-band

position-aiding for improved beam alignment. A joint positioning and communication sce-

nario along with scattering and LoS is analyzed. The results show reduced latency as

compared to standard protocol.

2.6 Initial Access in mmWave

Recently, the research focus has shifted from microwave band to mmWave spectrum to satisfy

the demands of massively increasing mobile traffic. mmWave is an ideal candidate due to

high bandwidth and high frequencies. However, mmWave suffer from high propagation loss.

To overcome this environmental loss, directional BF plays a vital role but at the cost of

complicated IA process. IA becomes difficult because the BS and the mobile user search for

each other over an angular directional region until a suitable communication path can be

established between them [76]. To address this problem, several IA techniques have been

proposed in literature. The details are as following:

2.6.1 Directional Cell Discovery

In [76], the BS transmits directional synchronous signals periodically in time-varying ran-

dom directions. The mobile user scans the region for the received signal and obtains the

direction and timing of arrivals from the BS. Generalized Likelihood Ratio Test (GLRT)

is utilized for signal detectors. The BS scans the desired angular region for user detection

through digital and analog BF. It is concluded that although digital BF utilizes very low

quantization to recompense for power requirements, yet it outperforms analog BF. The BS

also utilizes both omnidirectional and directional transmission to better understand the user
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discovery process. It is observed that the omnidirectional transmission from BS is superior

than random directional scanning in both analog and digital domains.

2.6.2 Exhaustive and Iterative Search

In [19], the exhaustive search method for IA is utilized where sequential BF is applied

through brute-force. The BF directions are already known at the BS through a predefined

codebook. The BS sends a signal in a sequential manner to scan the entire angular region

for the mobile user. The mobile user organizes its antenna array to receive directional

communication from the BS. A narrow beam is transmitted from the BS during different

time slots. Upon reception of a signal from BS, the RX calculates the SNR and if the SNR

is above a predefined threshold value, a feedback is sent to the BS. The BS determines the

best beam for communication in the direction where the received SNR was highest after

scanning the whole angular region.

Another IA scheme, known as iterative search, is discussed in [19]. Unlike exhaustive search,

the iterative search is carried out in two stages. The scanning direction is determined

through the predefined codebook. During the first phase, the BS utilizes wide beams to

search different sectors in a sequential manner. After scanning the whole angular region,

the BS determines the best sector where the received SNR was the highest. The RX also

determines the best direction to reach the TX. In the second stage, the BS scans the best

selected sector by utilizing more antenna elements and narrow beams. The total number of

search sectors in both stages remain the same.

The performance for both exhaustive and iterative search methods is evaluated through

probability of miss detection (PMD) and discovery delay (DD). PMD is the probability

that the RX cannot be detected by the TX, perceiving the SNR is below the predefined

threshold. Whereas, DD is total time taken by the BS to detect a mobile user. It is shown

that there is a trade-off between DD and PMD. The iterative schemes utilize less time slots

to detect a user through wide beams as compared to exhaustive method. Hence, the DD is

low. Whereas, the PMD is high for iterative method due to wide beams and low BF gain.

The exhaustive method is preferred for applications where coverage is required for end users

and in urban, densely populated regions.
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2.6.3 Context Information-based Search

The analog BF technique of context-information (CI) based search is proposed in [20]. The

search process takes place in three stages. In the first stage, the BS uses omnidirectional

antennas to spread the global positioning system (GPS) coordinates of mmWave devices.

The mobile users detect their corresponding GPS coordinates and orientation in the sec-

ond stage. Finally, in the third stage, the users select the best BS that is geographically

close to the user for communication. Meanwhile, each BS utilizes the exhaustive search

method to determine the best TX-RX direction. It is shown that the PMD is higher than

exhaustive method when cell edge users are considered. However, the PMD and DD can

be reduced if the CI-based algorithm is modified by refining the direct link and utilizing

adjacent directions for beam steering.

2.6.4 Hybrid Search

A hybrid cell search algorithm is proposed in [77] that is the combination of both exhaustive

and iterative search methods. The search process takes place in multiple stages until an

upper bound on the number of stages is reached. The user discovery is based on two SNR

thresholds, i.e., a loose threshold and a tight threshold. The BS utilizes the loose threshold

value to reduce the search area in each stage, whereas, the tight threshold is utilized for link

establishment. The BS starts the search process in an iterative way through wide beams

during the first stage. The loose threshold is calculated for each search sector and if the

received SNR is higher than the loose threshold value in any search sector, then that sector

is selected for further scanning. The BS keeps scanning and reducing the search area in

each stage until the upper bound on stages is reached. Once the upper bound is reached,

then the BS begins the scanning process through exhaustive method and the received SNR

is determined according to the tight SNR threshold. The performance analysis showed that

the PMD is lower for hybrid method as compared to iterative search method. Also, the

DD is lower for hybrid scheme than exhaustive method. The hybrid scheme is a trade-off

between exhaustive and iterative search algorithms.
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2.6.5 Context-Aware Sequential Search

IA access based on machine learning is investigated in [78]. A context-aware sequential

algorithm is proposed. The basis of artificial intelligence is utilized for beamforming and

connectivity between BS and users. GPS coordination is implemented to detect location

of both mobile and static users. Furthermore, C-plane and U-plane systems are used for

transferring signal information and data transmission, respectively. It is shown that PMD

and DD are reduced with the proposed scheme as compared to the existing exhaustive and

iterative methods.

2.6.6 Auxiliary Beam Pair

IA through auxiliary beam pair (ABP) in a narrow band MIMO system with hybrid pre-

coding is discussed in [79]. A pair of beams is created at the TX side through uniform

linear array (ULA), to scan the angular region. On the RX side, omnidirectional antenna is

used to form a beam. The TX sends beam pairs in different angular directions and the RX

calculates a ratio metric with respect to each transmitted pair. All the ratio metrices are

fed back to the TX. The TX selects the best ratio metric and directs its beam in the desired

direction for data transmission. The performance analysis showed that ABP can improve

the spectral efficiency while reducing the implementation complexity.

ABP in a full-dimension MIMO system is also discussed in [80]. ULA and uniform planar

array (UPA) are employed at RX and TX, respectively. The RX calculates a set of ratio

metric through amplitude comparison of TX and RX beam pairs. The ratio metric help

characterize the AoD and angle-of-arrival (AoA). It is concluded that the proposed BF

scheme achieves good AoA and AoD estimates under various channel conditions and SNR

levels. AoD and AoA in a closed-loop large-scale mmWave MIMO system through ABP

is analyzed in [81]. The high-resolution and low overhead AoA and AoD estimates are

obtained through amplitude comparison of ABPs. The RX sends back the best ratio metric

or estimated AoD to TX for data communication. To reduce the IA delay, the proposed

algorithm is also implemented into control channel design.

ABP is also utilized for a cross-polarized MIMO system with wideband in [82]. AoA and

AoD is estimated through a multi-layer reference signal and a differential feedback mech-

anism is proposed for an improved angle estimation and data rate under various antenna
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configurations, channel conditions and SNR levels. ABP is utilized for tracking mobile user

in a wideband mmWave system [83]. Directional beams are utilized for angle variation in

different directions. A differential and direct feedback mechanism is used for angle tracking

in frequency-division duplex system and it is concluded that through differential feedback

there is a considerable reduction in the feedback overhead. Also, an array calibration algo-

rithm is proposed to study the impact of array calibration errors and it is shown that the

proposed algorithm work well even with some calibration errors.

Custom designed ABPs are also used to analyze the 2D super-resolution AoA and AoD in

a wideband mmWave MIMO system [84]. The antenna array utilizes the dual-polarized

antennas. A novel multi-layer system based on signal structure along with differential

feedback mechanism is proposed. The angle pairs estimated are fed back to the BS and good

performance is achieved under variable channel conditions, SNR and antenna elements.

A modified ABP (mABP) is investigated in [85] to study the impact of angle estimation

error in the presence of noise. In the mABP approach, each beam scans a distinct direction.

It is shown that mABP achieves lower root mean square (RMS) angle estimation error as

compared to ABP scheme. Similarly, an ABP pair is probed in time division manner to

study the effect of wrong beam selection in [86]. The results show that although the SNR

is high, yet 50% of the time, a wrong beam is selected. Also, a small reduction in beam

spacing helps reduce the RMS error in the desired direction by about 55%
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Chapter 3

Beamforming

In this chapter, the basic design principle of BF with respect to monopulse radars and

mmWave systems is discussed in detail. We also shed some light on the analog, digital and

hybrid BF techniques in mmWave systems. The details are as follows.

3.0.1 Beamforming in Radars

The electromagnetic waves radiate in all directions when broadcasted through a single an-

tenna. However, to focus a signal in a particular direction, mutiple antennas should broad-

cast the same signal at slightly different time slots. This results in overlapping waves that

produce both strong and weak signals. The strong waves are due to constructive interfer-

ence and weak signal results from destructive interference. If executed properly, this whole

BF process can focus the signal in a particualr direction [87]. BF is a signal processing

technique for directional transmission or reception. The radar transmitter and receiver also

utilize BF for directional communication. The beam can be pointed in azimuth or elevation

direction, i.e., either side to side or up and down, respectively. Early radar systems uti-

lized the parabolic antennas to focus energy in the direction of antenna [88]. The modern

radar systems use monopulse tracking system to achieve refined angular measurements. A

monopulse system usually consists of two identical antennas to get an angle estimate. The

output signals are summed (Σ) up and subtracted (∆) to determine a ratio metric. The

angle information (θ) is obtained through this ratio metric. Mathematically [89],

γ = ∆(θ)
Σ(θ) , (3.0.1)

There are two types of monopulse systems, i.e., amplitude comparison monopulse and phase
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comparison monopulse. The details are as follows [90]

3.0.2 Amplitude Comparison Monopulse

In this method, two overlapping radiation patterns are formed at an angle (θo) from the

boresight angle. Fig. 3.1. shows the radiation pattern and the target location (black

Figure 3.1: Amplitude comparison monopulse system

circle). Since, the target is located at the center or bore sight angle, both antennas receive

an equal amount of energy. However, if the target is located at an angle away from boresight,

then the antennas receive a different amount of energy. This difference in energy is used to

determine an error signal.

The radar compares the amplitude and phase of beams continuously to determine the target

location. The phase of all signals at both TX and RX is constant. To determine the accurate

angle, sum and difference beams are used to generate a ratio metric as shown in Figs 3.2

and 3.3.

It is clear that a small angular separation between two beams results in better sum beams

as compared to large angular separation. Moreover, the slope of difference beams is also

steeper for small angular separation [91].

3.0.3 Phase Comparison Monopulse

It is based on different phases for the antenna beams as shown in Fig 3.4. The boresight

angle for both beams is different and is parallel to each other. The target information is
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Figure 3.2: Amplitude comparison with angle deviation 1

calculated by phase difference comparison of the received signal. The AoA can be calculated

through geometrical relation as shown in Fig 3.5 [92]. The AoA (Θo) is calculated as [92].

Θo = arcsin
λ∆Υ
2π∆x, (3.0.2)

where ∆x is the distance between two antennas, Υ = ∠x1 − ∠x2 is the phase difference of

incoming signals at the two antennas and λ is the wavelength.

3.1 Beamforming in mmWave systems

Recently BF is studied in mmWave systems as well. BF plays a vital role in mmWave systems

as the signals carried by mmWave are subject to blockage and reduced signal strength over

long distances. Hence, BF help modify the signal shape and turns them in directional

beams [93]. Also, the high frequencies and small wavelengths of mmWave makes it possible

to pack large number of antennas elements into a small space to enable directional beams

with high antenna gains [15].Usually the beamwidth of a single antenna element is very wide
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Figure 3.3: Amplitude comparison with angle deviation 2

Figure 3.4: Phase comparison monopulse system

and the BF gain is very low. For long distance communication, highly directional antennas

are required with a considerable gain. Such antennas can be constructed by increasing the

radiating aperture (size much larger than wavelength (λ)). This approach is practically not

feasible due to extremely large antenna size and appearance of many side lobes. Therefore,

to make this happen in practice, the concept of antenna array emerged [94]. The most

common antenna array techniques are ULA and UPA. The details are as follows
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Figure 3.5: Phase comparison monopulse algorithm

3.1.1 Uniform Linear Array

ULA consists of a set of sensor elements that are spaced equally along a straight line. A

dipole antenna is the most well-known sensor that transmits and receives electromagnetic

waves. ULA is used to improve the SNR and directional gain [95]. The basic design principle

of ULA is illustrated in Fig. 3.6. The antenna elements are aligned along a straight line

Figure 3.6: Uniform linear array with four antenna elements

with a separation of a distance d between them. The electromagnetic rays arrive as planar

waves at the antenna array, i.e., each ray travels an excess distance as compared to the

other ray. For example, the second ray arrives at an excess distance of dcos(θ) as compared

to first ray. Similarly, the third ray arrives after travelling an excess distance of 2dcos(θ)

and so on. This excess distance is important in determining the constructive or destructive

combinations of the signals [95]. Mathematically,
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Figure 3.7: Beamforming with N = 2 and N = 10 antenna elements
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Figure 3.8: Beamforming gain of N = 2 and N = 10 antenna elements

r =
N∑
n=1

e−jωt,

= e−jφ
N∑
n=1

e(−j2πd(n−1) cos(θ))/λ,

(3.1.1)
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whereN , λ, θ, and φ are the total antenna elements, wavelength, AoA and steering direction,

respectively. The number of antenna elements play a vital role in determining the BF gain

as shown in Figs. 3.7 and 3.8.

It is evident that as the number of antennas increase, so does the BF gain. Hence, large

antenna elements help form narrow beams that travel a longer distance with high BF gain

as compared to wide beams.

For directional scanning, the weights (e−jφ) can be adjusted in (3.1.1) and the beam can be

pointed in desired direction as shown in Fig. 3.9.

0 50 100 150 200 250 300 350 400

scanning range in degrees

0

1

2

3

4

5

6

7

8

9

10

B
e
a
m

fo
rm

in
g
 g

a
in

=30
°

=90
°

=150
°

Figure 3.9: Random beam directions

3.1.2 Uniform planar array

UPA is shown is Fig 3.10. The antenna elements are arranged in xy plane uniformly along

a rectangular grid. The spacing between elements in the x and y plane is represented as dx
and dy, respectively. The radiation pattern is given as [96]

r = Imn

M−1∑
m=0

ejk(ndxsin(θ)cos(φ))
N−1∑
n=0

ejk(ndysin(θ)sin(φ)) (3.1.2)

where Imn is the excitation amplitude.
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Figure 3.10: Uniform planar array

BF can also be implemented in three domains, i.e., analog, digital and hybrid. The details

are as following

3.1.3 Analog Beamforming

In analog BF, same signal is fed to all antenna elements and the signal is steered in different

directions through analog phase-shifters as shown in Fig 3.11. Single radio-frequency (RF)

chain is utilized in analog BF, hence, the system is limited to a single user. The RF signal

is manipulated through complex coefficients by controlling the phase shifters and variable

gain amplifiers. Although, analog beamforming lacks spatial multiplexing yet it is simple

technique that offers high BF gains [15], [97], [98].

Figure 3.11: Analog beamforming.
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3.1.4 Digital Beamforming

Figure 3.12: Digital beamforming.

In digital BF, different signals are fed to different antenna elements. Different phases and

powers to different antennas can be applied in the digital domain as shown in Fig. 3.12. In

digital BF, the beams are not steered instead they are created. Many RF chains are utilized

for controlling the phase and amplitude of incoming signal at each antenna element. Digital

BF is suitable for a multi-user system. Digital BF offers more flexibility and better per-

formance at the expense of high complexity and increased cost because of independent fast

Fourier transform (FFT)/ inverse fast Fourier transform (IFFT) blocks, analog-to-digital

converters (ADCs) and digital-to-analog converters (DACs) per RF branch [15], [97], [98].

3.1.5 Hybrid Beamforming

It is the combination of both digital and analog BF. The upcoming 5G BS are expected to

utilize hybrid BF, i.e., utilizing analog BF for coarse beams and digital BF within analiog

technique as either SU-MIMO (transmit several data beams to a user for increased data

rates) or MU-MIMO (simultaneous beam transmissions to many users at high load) [99], [100].
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Chapter 4

Auxiliary Beam Pair Enabled

Initial Access in mmWave Systems:

Analysis and Design Insights

In this chapter, the novel AH and AF algorithms are discussed in detail with respect to

BF and sequential scanning. ABP is implemented at the TX side only and the RX has

an omnidirectional antenna. The well-known methods of IA, i.e., exhaustive and iterative

search schemes also lack BF, hence, BF is employed in these existing techniques as well

for a comprehensive analysis. This work has also been published in IEEE International

Conference on Communication (2019) [101]. The details are as following.

4.1 Beamforming at TX

4.1.1 Auxiliary-Half

BF is employed at the TX side through a ULA. In AH, two beams, i.e., α and β are formed

simultaneously at the TX as shown in Fig 4.1.

The beams at TX are formed by splitting the ULA equally into two halves. Mathematically,

Nt = Nt1 +Nt2, (4.1.1)

where Nt1 and Nt2 are the antenna elements forming α and β beams, respectively. The

vector contribution from elements Nt1 and Nt2 is summed up and eq. (3.1.1) can be re-
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Figure 4.1: Beamforming for AH scheme

written as

Xt1(θt) = 1√
Nt1

Nt1−1∑
n=0

e(−j2πd(n) sin(θt))/λ, (4.1.2)

Xt2(θt) = 1√
Nt2

Nt2−1∑
m=0

e(−j2πd(m) sin(θt))/λ, (4.1.3)

It is to be noted that θt ∈ [−π/2, π/2] is the AoD and the chosen range is set to avoid the

grating lobes [102]. Also, the beam steering directions, i.e., φtα and φtβ for α and β beams

is given as

W (φtα) = 1√
Nt1

Nt1−1∑
n=0

e(j2πd(n) sin(φtα))/λ, (4.1.4)

W (φtβ) = 1√
Nt2

Nt2−1∑
m=0

e(j2πd(m) sin(φtβ))/λ, (4.1.5)

where W (φtα) and W (φtβ) are the weights adjusting the signal phase. Hence, the radiation

pattern for α and β beams is given as
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Ytα = Xt1(θt)×W (φtα),

= 1√
Nt1

Nt1−1∑
n=0

e(−j2πd(n) sin(θt))/λ × 1√
Nt1

Nt1−1∑
n=0

e(j2πd(n) sin(φtα))/λ,

= 1
Nt1

Nt1−1∑
n=0

e(−j2πdn/λ)(sin(θt)−sin(φtα)),

= 1
Nt1

Nt1∑
n=1

e(−j2πd(n−1)/λ)(sin(θt)−sin(φtα)),

(4.1.6)

Using the identity
N∑
n=1

e−j(n−1)x = sin(Nx/2)
sin(x/2) (4.1.7)

Equation (4.1.6) can be written as

Ytα = sin(Nt1πd(sin(θt)− sin(φtα))/λ)
Nt1 × sin(πd(sin(θt)− sin(φtα))/λ) , (4.1.8)

Similarly, the radiation pattern for β beam is calculated as

Ytβ = sin(Nt2πd(sin(θt)− sin(φtβ))/λ)
Nt2 × sin(πd(sin(θt)− sin(φtβ))/λ) . (4.1.9)

For IA, the TX starts searching for the UE by directing a beam pair in a particular direction.

Let NtAH be the total number of search sectors that the TX scans. Mathematically,

NtAH = 180◦

BW ◦
tAH

, (4.1.10)

where the scanning region is limited to 180◦ to avoid grating lobes and BW ◦
tAH is the TX

search beamwidth. Grating lobes are secondary lobes or side lobes with amplitude same as

the main lobe. It is to be noted that the limited scanning region can be extended by utilizing

additional ULAs to give full 360◦ coverage but that is out of scope of this work. The TX

BW ◦
tAH is calculated by finding the half-power beam width (HPBW). Mathematically,

HPBW ◦
tAH = 50.8◦

(Nxdcos(ϕ)/λ) , (4.1.11)

where HPBW ◦
tAH is obtained by equating (4.1.8) or (4.1.9) to 1/

√
2 and solving for θ [102].

Nx ∈ {Nt1, Nt2}, ϕ is the scan angle, i.e., ϕ = φtα or ϕ = φtβ. The HPBW changes at differ-

ent scan angles and the smallest value is achieved at ϕ = 0◦. Therefore, for simplicity, the

HPBW is fixed according to 0◦ for our entire analysis. Furthermore, the search beamwidth
1 is determined from the HPBW as

BW ◦
tAH = HPBW ◦

tAH + δ, (4.1.12)
1A sector or search beamwidth is defined by the HPBW of α (β) beam plus the separation between α (β)

and β (α) beams.
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where δ is the separation between α and β beams.

4.1.2 Auxiliary-Full

The basic design principle of AF is illustrated in Fig. 4.2.

Figure 4.2: Beamforming for AF scheme

In AF, all antenna elements combine together to form a TX beam during one time slot.

AF is similar to AH with the only difference that two beams are formed in two different

time slots but in the same search sector. TX beam searches the same sector twice in a time

division manner.

For example, in time slot 1, TX forms a beam with Nt antenna elements. The beam is

directed at an angle φα within a search sector. If TX and RX discover each other, than the

search process ends. However, if TX and RX have not detected each other, then in time
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slot 2, the TX will search the same sector again but at a slight different angle φβ. Both φα
and φβ are δ distance apart from each other. In this way, time diversity is achieved and the

device detection probability increases.

The TX, radiation pattern during one time slot is given as

Ytα(t1) = sin(Ntπd(sin(θt)− sin(φtα))/λ)
Nt × sin(πd(sin(θt)− sin(φtα))/λ) , (4.1.13)

Ytβ(t2) = sin(Ntπd(sin(θt)− sin(φtβ))/λ)
Nt × sin(πd(sin(θt)− sin(φtβ))/λ) , (4.1.14)

where t1 and t2 are two different time slots in which beams α and β are formed. The

HPBW ◦
tAF and BW ◦

tAF is given as

HPBW ◦
tAF = 50.8◦

(Ntd cos(ϕ)/λ) , (4.1.15)

BW ◦
tAF = HPBW ◦

tAF + δ. (4.1.16)

4.1.3 Exhaustive Search

Exhaustive search method utilizes all the antenna elements to form a single beam. The TX

forms one directional beam to search a particular sector during one time slot as shown in

Fig.4.3.

Unlike AF, the search process is not repeated in the same sector during different time slots.

The radiation pattern at TX is calculated as

Yt = sin(Nπd(sin(θt)− sin(φt))/λ)
N × sin(πd(sin(θt)− sin(φt))/λ) , (4.1.17)

The number of search sectors, i.e., NEX at the TX are determined as

NtEX = 180◦

BW ◦
tEX

= 180◦

HPBW ◦
tEX

, (4.1.18)

The HPBW ◦
tEX is equal to BW ◦

tEX in this case and is calculated according to (4.1.15). The

BS searches for a UE in a particular sector.

4.1.4 Iterative Search

Iterative search algorithm narrows down the search beamwidth to detect the user as shown

in Fig. 4.4. The radiation pattern is calculated in a similar way as (4.1.17). Let NIT be
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Figure 4.3: Beamforming for exhaustive search scheme

Figure 4.4: Beamforming for iterative search scheme

an integer that represents the number of search sectors, such as

NIT = h, (4.1.19)

where h > 1 is a positive integer. For example, bisection method is utilized, than h = 2.

The entire search region is divided into two halves, each having a width of 90◦.

Iterative search is based on the principle of Stages. The algorithm successively narrows

down the beamwidth in a particular stage, S. Let Stages be the upper bound on S,

i.e., S ≤ Stages. Stages is a design parameter, whose value is determined according to
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the narrowest allowable beamwdith that the transmit or receive antenna array can support.

Since, the total antenna elements (N) are known, so the bound on S for TX can be calculated

as

HPBW ◦
tIT = 180◦

hS
,

S ≤ log2(180◦/HPBW ◦
tIT )

log2(h) ,
(4.1.20)

where HPBW ◦
tIT is calculated according to (4.1.15). The search beamwdith, i.e., BW ◦

tIT

for a particular stage is determined as

BW ◦
tIT = 180◦

hS
, (4.1.21)

4.2 User Detection through Sequential Search

In this method, BF is implemented in a sequential manner, i.e., the beam is rotated in

either clockwise or anti-clockwise direction to search each sector. Sequential search is im-

plemented in both AH and AF schemes and compared with the existing exhaustive and

iterative sequential search methods. The details are as following

4.2.1 Auxiliary-Half

Two simultaneous beams are pointed in a particular direction and the search process begins

through scaning of each adjacent sector. Let K = {1, 2, ..., NAH} be the set that represents

the search sector index. The search area spanned by the two beams at TX for a particular

k ∈ K is found as

θ◦
start = (k − 1)BW ◦

tAH − 90◦,

θ◦
end = (k)BW ◦

tAH − 90◦,
(4.2.1)

where θ◦
start and θ◦

end marks the start and end of search sector, respectively. The direction

of both the beams is given as

φα = ψ + δ

2 ,

φβ = ψ − δ

2 ,
(4.2.2)

where ψ = (θ◦
start+θ◦

end)/2 is the direction of main probing region. The gain at user location

µ is determined by substituting θ = µ in (4.1.8) and (4.1.9) such that

Ytα = sin(Nt1πd(sin(µ)− sin(φtα))/λ)
Nt1 × sin(πd(sin(µ)− sin(φtα))/λ) , (4.2.3)
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Ytβ = sin(Nt2πd(sin(µ)− sin(φtβ))/λ)
Nt2 × sin(πd(sin(µ)− sin(φtβ))/λ) , (4.2.4)

Also,

The BF gain at TX is determined through eqs (4.2.3) and (4.2.4) as

Gtα = |Ytα|2, (4.2.5)

Gtβ = |Ytβ|2, (4.2.6)

where Gtα and Gtβ are the BF gains of α and β beams, respectively. Hence, the total

transmit BF gain is given as

GBFTX = Gtα +Gtβ, (4.2.7)

If G is the total antenna gain, then

G(dB) = GTX +GRX +GBFTX +GBFRX , (4.2.8)

where GTX , GRX and GBFRX are the transmit and receive antenna gains and BF gain at

the RX, respectively.

Now, the signal passes through either a LoS or NLoS channel. The path loss can be calcu-

lated as

L(dB) =


ρ+ 10αLlog(r) + χL, if LoS.

ρ+ 10αN log(r) + χN , otherwise.
(4.2.9)

where ρ is the fixed path loss factor, r denotes the distance between the TX and RX, αL
and αN are the LoS and NLoS path loss exponents, respectively. χL and χN denote the zero

mean lognormal random variables for LoS and NLoS links, respectively, which represents

shadowing [103].

When the RX receives a signal from the TX, then the received power is calculated as

Pr = PtGζ

L
, (4.2.10)

where Pt is the transmit power and ζ is the squared envelope of multipath fading chan-

nel. The envelope follows a Rician or Rayleigh distribution depending on whether the link

between the BS and UE is LoS or NLoS, respectively. The SNR is thus calculated as

τ = Pr
σ2 , (4.2.11)
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where σ2 is the noise variance. A decision regarding the BS-UE link establishment is made

according to the SNR threshold, αth, such that if
τ ≥ αth, link is established.

τ < αth, otherwise.
(4.2.12)

The TX starts the search process for a RX by sending a synchronization signal, Tsyn, with

beamwidth BW ◦
tAH , for Tsig seconds (s) in a particular sector. If the RX has been detected,

i.e., τ ≥ αth, then the TX stops its search process immediately. However, if the RX is not

detected in a sector, then the TX waits for Tper(s) and repeat the whole process for the

next sector. This search process continues until all sectors have been scanned by the TX

in a sequential manner. Hence, the total time taken by the TX to search for a RX in its

coverage range is known as DD. Mathematically,

DDAH = (k)Tsig + (k − 1)Tper, (for k ∈ K). (4.2.13)

4.2.2 Auxiliary-Full

In this scheme, the BF gain is calculated for each time slot. Following the same steps as

AH, the BF gain during time slot 1 is determined through eq (4.1.13) as

Gα−BFTX (t1) = |Ytα(t1)|2, (4.2.14)

From this gain, the SNR at time slot 1 is determined following (4.2.8)-(4.2.11). It is to be

noted that unlike AH, the gain experienced at RX is not the sum of BF gains. If the RX

is detected according to (4.2.12), then the TX stops its search process. Otherwise, the TX

searches the same sector again during time slot 2. If the RX is not detected in time slot

2, then the TX waits Tper(s) and repeat the entire process for other search sectors. The

DDAF is calculated for each time slot according to (4.2.13).

4.2.3 Exhaustive Search

In this scheme, the TX performs sequential scanning by pointing a single beam in a particular

sector using eqs (4.1.17), (4.2.1) and (4.2.2). The BF gain at TX is calculated using (4.1.17)

as

GBFTX = |Yt|2, (4.2.15)
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The device detection is successful when τ ≥ αth according to (4.2.10). The total time taken

by TX to discover RX, i.e., DDEX is calculated according to (4.2.13).

4.2.4 Iterative Search

The sequential search is carried out in different stages. The number of antenna elements

required to achieve the BW ◦
IT in a particular stage is calculated according to (4.1.21). A

similar process to that of previous search methods follows here. Let K = {1, 2, ..., NIT },

then the search area spanned by the beam for a particular k ∈ K at a certain stage S is

found as

θ◦
start(S) = (k − 1)BW ◦

AH − 90◦ + θ◦
start(S − 1),

θ◦
end(S) = (k)BW ◦

AH − 90◦ + θ◦
start(S − 1),

(4.2.16)

where θ◦
start(S) and θ◦

end(S) is the start and end of a search beam in a particular stage S,

while θ◦
start(S − 1) marks the angular offset from previous stage. The radiation pattern and

the BF gain is calculated similar to (4.1.17) and (4.2.15). If a signal is received at the RX,

the RX determines τ by using (4.2.8) - (4.2.11). Subsequently, the TX-RX link is established

according to following scheme
τ ≥ αth, link is established.

τ ≥ αl, narrow down search sector.

τ < αl, RX not present in the sector.

(4.2.17)

where αl is the loose threshold that determines the region to be narrowed down to locate

the RX.

The DDIT is the sum of delay incurred at a stage, DDS . It is the time taken by the TX to

firstly track the RX and secondly, the time incurred while searching each sector to detect

the RX.

DDS = (NIT )Tsig + (NIT − 1)Tper, (for τ ≥ αl)

DDS = (k)Tsig + (k − 1)Tper, (otherwise)
(4.2.18)

Hence, the total delay, DDIT is given as

DDIT =
Stages∑
S=1

DDS , (4.2.19)
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4.3 Simulation Results for Sequential Search

We analyze the performance of our proposed ABP schemes with respect to sequential scan-

ning algorithm. We implement BF in the existing techniques in literature, i.e., exhaustive

and iterative search schemes and compare all the schemes for a comprehensive analysis.

For simplicity, we have assumed fixed distance r between the TX and RX. The channel is

generated as NLoS and LoS by following a Bernoulli distribution and the result is approx-

imated using 105 Monte Carlo simulations via MATLAB. The simulation parameters are

summarized in Table 4.1.

Table 4.1: System Parameters

Parameter Value Parameter Value

fc 73 GHz h 2

Pt 30 dBm Tsig 10 µs

GTX 0 dBi Tper 200 µs

GRX 0 dBi ρ 70 dB

αL 2 Std(χL) 5.2 dB

αN 2.5 Std(χN ) 7.2 dB

The sequential search employs BF at the TX side only. The transmitter employs ULA with

Nt = 16 antenna elements. The RX has an omnidirectional antenna. The BF gain at RX is

set as GBFRX = 0dBi. The search beamwidth for each scheme is determined individually.

We also assume a single user, located randomly at a distance r = 10m from the TX. The

simulation results are as follows

4.3.1 SNR vs. PMD and DD for all schemes

Fig. 4.5 shows the PMD and DD performance for all four schemes against αth. The loose

threshold αl has a value 20dB lower than αth. It is observed that the iterative search

performs the worst in terms of PMD. This is because the iterative method uses wide beams

in initial stages, resulting in reduced BF gain and hence increased PMD. On the other hand,

AF performs the best because it uses the concept of time diversity. A beam is formed with

Nt = 16 antenna elements twice in one sector. Hence, the probability of detecting a user

increases. Also, AH shows a high PMD as compared to exhaustive and AF. Since, AH forms
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two beams simultaneously with Nt = 8 antenna elements, therefore, the BF gain decreases

and so does the detection probability. For the DD it is observed that iterative is the best

scheme as it scans the region very quickly. AF takes a lot of time to locate a user as it

has time diversity in it, hence the DD is highest. AH and exhaustive schemes provide the

mediocre results.
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Figure 4.5: SNR vs. PMD and DD for all schemes, δ = 0 for ABP

4.3.2 PMD vs. SNR for exhaustive, iterative and AH schemes

Next, we study the effect of δ on AH and AF. Fig. 4.6 shows that if we vary δ, then PMD

starts increasing for AH. As δ increases, the width of search sector also increases, and AH

starts approaching the iterative scheme. Furthermore, for δ = 20◦, AH performs worse than

iterative scheme at lower αth. It is because for lower αth values, iterative method can detect

a UE successfully, even with less number of antenna elements, i.e., wider beams. However,

as αth increase beyond 30dB, both iterative and AH schemes perform in a similar manner.

4.3.3 DD vs. SNR for exhaustive, iterative and AH schemes

In Fig. 4.7, for lower values of SNR, the DD is almost same for iterative scheme and AH

with δ = 20◦. For higher SNR values, DD is low for iterative method as it searches the scan
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Figure 4.6: PMD vs. SNR for exhaustive, iterative and AH schemes

area very quickly as compared to AH.
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Figure 4.7: DD vs. SNR for exhaustive, iterative and AH schemes
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4.3.4 PMD vs. SNR for exhaustive, iterative and AF schemes

Fig. 4.8 shows that by varying δ, AF is not always the best scheme with respect to PMD.

If we start increasing δ, AF outperforms both exhaustive and iterative schemes for δ < 10◦.

However, for higher values of δ, exhaustive search outperforms AF. It is because, as δ

starts increasing, the sector width increases. Hence, the SNR also degrades because the

two beams now cover different regions within a sector. The probability of detecting a user

twice at the same location reduces, which leads to increased PMD. It is observed that when

the separation between two beams is 10◦, then AF gives same performance as exhaustive

search. It is to be noted that although δ increases to 20◦, yet iterative scheme performs the

worst. It is because AF is using time diversity.
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Figure 4.8: PMD vs. SNR for exhaustive, iterative and AF schemes

4.3.5 DD vs. SNR for exhaustive, iterative and AF schemes

In Fig. 4.9, it is observed that for different values of δ, AF has a low DD as compared

to exhaustive search. As δ is increasing, the separation between the two beams increases.

However, the separation is not significant for δ < 10◦. The beams are covering some portion

twice within the same sector at different time slots. Hence, the DD is low because the

probability of detecting a user in a sector increases. In this case, AF outperforms exhaustive
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search for a variable δ.

4.3.6 LoS probability vs. PMD and DD for all schemes
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Figure 4.10: LoS probability vs. PMD and DD for all schemes
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Fig. 4.10 shows the performance of schemes with respect to PMD and DD when the proba-

bility of a LoS/NLoS channel is varied. We set αth = 40dB and δ = 5◦. The PMD decreases

as the probability of having a LoS channel increases. It is observed that the PMD is highest

for iterative scheme and lowest for AF. However, in terms of DD, the delay is least for

iterative and highest for exhaustive method. AF performs better than exhaustive in terms

of both PMD and DD. It is because the beams cover same search area twice but with a

higher probability of detection, which results in a lower DD.

4.3.7 UE orientation vs. PMD and DD for all schemes
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Figure 4.11: UE orientation vs. PMD and DD for all schemes

Fig. 4.11 shows the performance of PMD and DD with respect to user orientation. We

have assumed constant BF gain value in each sector. We set αth = 40dB and δ = 3◦. It

is observed that the UE orientation does not have an impact on PMD. The PMD remains

constant irrespective of UE location. In terms of DD, AF and exhaustive schemes are most

sensitive to initial UE orientation while AH and iterative methods are relatively robust. It

is because the probability of detecting a user is extremely low for both AH and iterative,

hence the BS has to search the entire region to locate a UE, which results in constant DD.
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4.4 Conclusions

In this chapter, we have analyzed and compared the performance of different IA schemes,

i.e., exhaustive, iterativeand ABP schemes. Simulation results show that formation of beam

pairs with respect to δ has a huge impact on the PMD and DD performance. For a moderate

seperation between the beam pair, AF outperforms all other schemes in terms of PMD. Also,

AF achieves lower DD than exhaustive scheme, whereas, AH achieves a lower DD and PMD

than both exhaustive and iterative schemes, respectively. Furthermore, PMD and DD show

similar trend with respect to varying SNR. If the SNR threshold in low, the probability of

user detection is high, hence, low discovery delay. Similarly, for higher SNR threshold, it

takes more time to search for a user, hence increased DD and PMD.
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Chapter 5

Auxiliary Beam Pair Enabled

Initial Access for mmWave D2D

Networks

In this chapter, BF is implemented at both the TX and RX side in the proposed AH and AF

schemes along with non-sequential scanning at both TX and RX. BF is also implemented

in the existing ODND and Polya’s Necklaces schemes for a comprehensive analysis. This

work has also been published in Physical Communication Journal (2020) [104]. The details

are as following.

5.1 Beamforming at RX

5.1.1 Auxiliary-Half

BF is implemented at both TX and RX by employing ULA as shown in Fig 5.1. Both TX

and RX generate two simultaneous beams at a given time instant. The radiation pattern

for RX is given as

Yrα = sin(Nr1πd(sin(θr)− sin(φrα))/λ)
Nr1 × sin(πd(sin(θr)− sin(φrα))/λ) , (5.1.1)

Yrβ = sin(Nr2πd(sin(θr)− sin(φrβ))/λ)
Nr2 × sin(πd(sin(θr)− sin(φrβ))/λ) . (5.1.2)

where θr ∈ [π/2, 3π/2] is the AoA.
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Figure 5.1: Beamforming for AH scheme

The number of search sectors in the desired scanning area of RX is given as

NrAH = 180◦

BW ◦
rAH

, (5.1.3)

where the scanning range of RX is limited to 180◦ to avoid grating lobes. Also, the RX

HPBW and beamwidth is calculated as

HPBW ◦
rAH = 50.8◦

(Nxdcos(ϕ)/λ) , (5.1.4)

BW ◦
rAH = HPBW ◦

rAH + δ. (5.1.5)

where Nx ∈ {Nr1, Nr2}, ϕ is the scan angle, i.e., ϕ = φrα or ϕ = φrβ. The TX beamwidth

is calculated in a similar way as (5.1.1)-(5.1.5).

5.1.2 Auxiliary-Full

The basic design principle of AF is illustrated in Fig. 5.2. The RX radiation pattern and

beamwidth is given as

Yrα(t1) = sin(NrAFπd(sin(θ)− sin(φrα))/λ)
NrAF × sin(πd(sin(θ)− sin(φrα))/λ) , (5.1.6)

Yrβ(t2) = sin(NrAFπd(sin(θ)− sin(φrβ))/λ)
NrAF × sin(πd(sin(θ)− sin(φrβ))/λ) , (5.1.7)

HPBW ◦
rAF = 50.8◦

(NrAFd cos(ϕ)/λ) , (5.1.8)

BW ◦
rAF = HPBW ◦

rAF + δ. (5.1.9)

The TX beamwidth is calculated in a similar way as (5.1.6)-(5.1.9).
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Figure 5.2: Beamforming for AF scheme

5.1.3 ODND and Polya’s Necklaces

ODND and Polya’s Necklaces utilize all the antenna elements to form a single directional

beam at a time. BF is implemented by utilizing the ULA at both TX and RX. The radiation

pattern at RX for ODND scheme is calculated as

Yr = sin(NrOdndπd(sin(θ)− sin(φr))/λ)
NrOdnd × sin(πd(sin(θ)− sin(φr))/λ) . (5.1.10)

The search area is divided into NrOdnd sectors such as

NrOdnd = 180◦

BW ◦
rOdnd

= 180◦

HPBW ◦
rOdnd

. (5.1.11)

The HPBW ◦
rOdnd and BW ◦

rOdnd are equal in this case. Similar calculations follow for TX

part of ODND and Polya’s necklaces.

5.2 User Detection through Non-Sequential Search

In non-sequential search method, both TX and RX point their beams in a random search

sector at a given time instant. TX and RX keep scanning random sectors until the maximum

allowed time to search the desired region is not reached or τ ≥ αth is not achieved. The

search method is based on the generation of antenna scan sequences. The antenna scan
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sequence generation for ODND and Polya’s Necklace is well discussed in [66], [68], [105].

We modify the scan sequence for the generation of ABP in our proposed algorithms. The

details of non-sequential scanning is as following

5.2.1 ODND

In this method, there are totalM devices in the network. The devices can detect each other

only when the TX and RX beams get aligned. For example, the number of antennas per

device are Am, where, m refers to device index, m ∈ {0, 1, ...,M − 1}. Based on Am, each

device scans the search region according to the beamwidth Bm, where (0 < Bm < 2π). Each

device has Nodnd = 2π/Bm search sectors. For example, in Fig. 5.3, Node a and Node b

have 3 and 4 search sectors, respectively. Both devices point their beams in different sectors

according to a scan sequence. The scan sequence is used for directional BF in a specific

sector at a given time instant. The scenario given in Fig. 5.3 is described in Fig. 5.4 with

respect to the discovery process and scanning sequence. It is clear from Fig. 5.4 that the

devices discover each other when device a points its beam in sector 2 and device b directs

it in sector 1.

Figure 5.3: Antenna configuration of Node a andNode b with 3 and 4 antenna sectors, respectively.

A unique ID, known as device ID is associated with each device in the network. The device

ID can be represented by a binary number. The minimum number of bits for a device ID

is determined by the total number of devices in the network. For example, if there exist M
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Figure 5.4: Example of antenna scan sequences where Node a and Node b discover each other in

time slot 2.

devices in the network, then the least number of bits must be dlog2(M)e. The device ID is

utilized by each device to construct its extended address. The extended address is created

such that it is mutually cyclically rotationally distinct for each device, i.e., each extended

address is unique and cannot be obtained by cyclic rotation of any other extended addresses.

This condition ensures neighbor discovery for arbitrary device orientations that may not be

synchronous. The extended address length Lodnd is a key parameter in determining the

neighbor discovery latency. The construction of extended ID sequence proposed in [66] is

summarized as follows.

• Let m denote the ID of device m, which is la bits long binary sequence and m(i)

denoting the ith bit of m. Typically, la is chosen such that la = dlog2(M)e.

• Let m1 and m2 represent the sequence from m(1) to m(ia − 1) and from m(ia) to

m(la − 2), where ia = bla/2c.

• The extended ID sequence E and its length Lodnd is calculated as

E = [0(lb),m1, 1, 0,m2,1(lc)], (5.2.1)

Lodnd = la + lb + lc + 2, (5.2.2)

where 0(lb) and 1(lc) are string of all zeros and ones of length lb and lc, respectively.

lb and lc are chosen such that the total length of Lodnd is odd and minimum.

The antenna scan sequence is given as

Ut =


t mod pm, et

m = 0 and t mod pm < Nodnd.

t mod qm, et
m = 1 and t mod qm < Nodnd.

rand(Nodnd − 1), otherwise,

(5.2.3)

where t ∈ {0, 1, ..., T} is the number of time slots, pm is the smallest odd prime number not

less than Nodnd and co-prime to Lodnd. qm is the smallest power of 2 not less than Nodnd
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and etm denotes a bit in E at a given time instant and rand(Nodnd − 1) is uniform random

integer in [0, Nodnd − 1]. The worst-case discovery delay between two devices, i.e., RX and

TX, is dependent on Lodnd and is upper-bounded by

W = Lodnd max{prqt, ptqr}. (5.2.4)

The generation of antenna scan sequence and user discovery can be well understood by Fig.

5.5. Here, both TX and RX have 7 search sectors each and the extended IDs, pm, qm, Lodnd
and W is calculated according to (5.2.1)-(5.2.4). It is shown that the nodes can discover

each other only when their beams point in search sector 3. Hence, the devices get aligned

in time slots 3 and 10 for successful discovery.

Figure 5.5: Example of antenna scan sequences where TX and RX discover each other in time slots

3 and 10.

5.2.2 Polya’s Necklaces

Polya’s Necklaces is also a device discovery technique based on antenna scan sequence. The

antenna sequence is generated in a similar way as ODND. However, the algorithm is more

energy efficient in terms of reduced worst-case discovery delay. The length of extended

address Lpoly is calculated in a different way. The algorithm proposed in [68] is summarized

as follows.
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• It is a technique which consists of N necklaces. The necklaces are made of b beads of

c different colors, connected circularly and invariant to rotation. For example, in Fig.

5.6 two necklaces can be created if b = 1 (one bead in each necklace) and c = 2 (two

colors, black and white).

Figure 5.6: Two unique necklaces with different colored beads (bits)

• Alternatively, necklaces can also be represented as binary strings, i.e., black and white

beads are represented by 0 and 1, respectively.

• Hence, the total number of necklaces that can be generated according to b and c, is

calculated by Polya’s Enumeration theorem as

N(b, c) = 1
b

v∑
m=1

ϕ(gm)eb/gm , (5.2.5)

where gm represents the v divisors of b and ϕ is the Euler’s totient function which can

be expressed as

ϕ(g) = g
v∏

n=1
(1− 1

ρm
), (5.2.6)

where ρm represents the v distinct prime factors of g. For example, if g = 8, then

there are three numbers that are co-prime to g, i.e., 1, 3 and 7. Hence ϕ(8) = 3.

• To determine the smallest odd Lpoly, the Polya’s Necklaces method is used where

Lpoly = minimize b

s.t. N(b, 2) ≥M, and mod (b, 2) = 1.
(5.2.7)

• Once the Lpoly is selected, the extended addresses can be assigned to generate all the

binary necklaces through FKM algorithm.1
1The details of FKM algorithm can be seen in [68].
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5.2.3 Auxiliary-Half

In AH, two simultaneous beams are formed at a given time instant. Hence, two antenna

scan sequences will be generated. The number of scan sectors is determined by NAH and

both beams are formed within one main scan sector as shown in Fig 5.7.

Figure 5.7: Antenna configuration of RX and TX with 3 main sectors (NAH = 3) each having

6 subsectors. Devices discover each other when sectors 2, 3 of both TX and RX get

aligned.

The antenna sequences generated for subsectors Uα and Uβ are given as

Uα =


2(xpmmod pm), et

m = 0, 0 ≤ 2(xpmmod pm) ≤ 2(NAH − 1).

2(xqmmod qm), et
m = 1, 0 ≤ 2(xqmmod qm) ≤ 2(NAH − 1).

2y, otherwise,

(5.2.8)

Uβ =


2(xpm + 1 mod pm)− 1, et

m = 0, 1 ≤ 2(xpm + 1mod pm)− 1 ≤ 2NAH − 1.

2(xqm + 1 mod qm)− 1, et
m = 1, 1 ≤ 2(xqm + 1mod qm)− 1 ≤ 2NAH − 1.

2y + 1, otherwise,
(5.2.9)

where y = rand(NAH − 1), xpm = t + pm and xqm = t + qm. Both TX and RX detect

each other if the beams of both devices face each other as shown in Figs. 5.7 and 5.8. In

Fig. 5.8, both TX and RX form two beams simultaneously. When the beams are formed

in subsectors 2 and 3 of TX and RX, it is assumed that the devices have discovered each
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other. It is to be noted that discovery time for AH is lower (1 time slot) than ODND (3

time slots) because the number of search sectors in AH is reduced when two simultaneous

beams are formed.

Figure 5.8: Example of antenna scan sequences where TX and RX discover each other in slots 1

and 9.

Based on the antenna scan sequence, BF is implemented at both TX and RX. It is to be

noted that when BF is implemented, (5.2.4) may no longer be valid. This is because the

worst-case discovery delay is independent of the SNR, τ in (5.2.4). However, τ plays a vital

role in device discovery and is the main focus of our study. The system model is summarized

as follows.

The search area spanned by two TX beams at a given time instant is found as

θ◦
sα = 90◦ −

(
Uα
2

)
BW ◦

AH ,

θ◦
eα = 90◦ −

(
Uα + 1

2

)
BW ◦

AH ,

(5.2.10)
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θ◦
sβ

= 90◦ −
(
Uβ
2

)
BW ◦

AH ,

θ◦
eβ

= 90◦ −
(
Uβ + 1

2

)
BW ◦

AH ,

(5.2.11)

where θ◦
sα , θ◦

eα and θ◦
sβ
, θ◦

eβ
mark the start and end of α and β beams, respectively. The

direction of both the beams is given as

φtα = θ◦
eα + δ

2 ,

φtβ = θ◦
sβ
− δ

2 .
(5.2.12)

The total BF gain and SNR is calculated by following eqs (4.2.8)- (4.2.12). The DD is

calculated according to the number of time slots. Mathematically,

DDAH(t) = (t+ 1)Tsig + (t)Tper,
(5.2.13)

It is to be noted that unlike the worst-case discovery delay given by ODND scheme in (5.2.4),

the DD for AH cannot be upper-bounded. It is because the DD is highly dependent on the

SNR as shown in Fig. 5.9.

Figure 5.9: Example of TX and RX beam alignment in slot 1 but no device discovery as τ < γth.

Devices discover each other in slot 9 when τ ≥ γth

5.2.4 Auxiliary-Full

AF consists of two beams which are created within one main sector as shown in Fig. 5.2.

The two beams are δ distance apart from each other. Hence, the scan sequence is calculated
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as

Uα(teven) =


2(xpmmod pm), et

m = 0, 0 ≤ 2(xpmmod pm) ≤ 2(NAF − 1).

2(xqmmod qm), et
m = 1, 0 ≤ 2(xqmmod qm) ≤ 2(NAF − 1).

2y, otherwise,

(5.2.14)

Uβ(todd) =


2(zpmmod pm) + 1, et−1

m = 0, 1 ≤ 2(zpmmod pm) + 1 ≤ 2NAF − 1.

2(zqmmod qm) + 1, et−1
m = 1, 1 ≤ 2(zqmmod qm) + 1 ≤ 2NAF − 1.

2y + 1, otherwise,
(5.2.15)

where Uα(teven) and Uβ(todd) are the beamα and beamβ formed at even and odd time slots,

respectively, y = rand(NAF − 1), zpm = xpm − 1 and zqm = xqm − 1. It is to be noted that

the starting time index is assumed to be t = 0 or any even index. However, if the starting

time index is odd then (5.2.14) and (5.2.15) are interchanged, i.e., (5.2.14) is used for odd

indices and (5.2.15) is used for even index calculation.

Similar to AH, the search area spanned by both RX and TX is calculated according to

(5.2.10)-(5.2.12). However, the BF gain at RX and TX is calculated independently in each

time slot by following eq. (4.2.14). Also, the SNR for each time slot is determined through

eqs. (4.2.8)-(4.2.11). Similar to AH, AF is also dependent on SNR for device discovery as

shown in Fig. 5.10. Thus, the DDAF is calculated according to (5.2.13) for each time slot.

Figure 5.10: Example of antenna scan sequences where TX and RX discover each other in slot 8

when τ ≥ γth
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5.3 Non-Sequential Search

In non-sequential search, we analyze the performance of AH, AF, ODND and Polya’s

Necklaces in terms of DD and PMD. Both transmitter and receiver employ a ULA with

Nr = Nt = 4 antenna elements. The distance between TX and RX is set as r = 15m. The

simulation paramters are same as given in Table 4.1. The simulation results are as follows

5.3.1 ODND vs. AH

Fig. 5.11 shows the PMD performance for ODND and AH against γth. The values of

Lodnd = LAH = 3 is calculated according to (5.2.2) for ODND and AH. For two devices,

E is calculated according to (5.2.1) such that etr = 101 and ett = 100. During one Monte

Carlo simulation, both TX and RX keep scanning the region until the devices have not

discovered each other or the worst-case discovery delay is not reached according to (5.2.4).

For AH, we calculate the worst-case delay in a similar way as given in (5.4.4) for better

understanding of the DD upper-bound proposed in [66]. In ODND, the RX and TX utilize

all the antenna elements to form one beam, hence, the PMD is low for ODND. The BF

gain at both TX and RX is high and there is high probability of device detection since the

SNR is high. On the other hand, the PMD=0 for lower values of γth when AH scheme

is employed. Although the BF gain is low for AH but for lower values of γth, both TX

and RX keep scanning the region for maximum time slots (W = LAHprqt) and detect each

other within this time. However, as the γth increases beyond 22dB, it becomes difficult for

AH to detect the devices because of low BF gain. Hence, even after scanning the region

for maximum time slots, TX and RX cannot find each other all the time. So, the PMD is

higher as compared to ODND.

It is to be noted that the worst-case discovery delay does not ensure 100% device discovery

for both ODND and AH. Hence, the upper-bound given in (5.2.4) is not always valid.

The discovery process in highly dependent on the SNR. In [66] the SNR parameter is not

considered while calculating the upper-bound, hence worst-case discovery delay does not

always ensure device detection. Fig. 5.12 shows that the DD is the least for AH with

δ = 25◦. It is because the beamwidth has increased due to increased separation between

beamα and beamβ. This in turn increases the coverage area. Hence, it takes less time to

scan the region. However, it is to be noted that for lower values of γth, AH with variable
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Figure 5.11: PMD for ODND and AH with variable δ
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Figure 5.12: DD for ODND and AH with variable δ

δ still performs better than ODND. It is due to the fact that the γth value is low and even

with low BF gain, AH can discover the devices. But for γth = 26dB it is seen that ODND

starts performing better than AH with δ = 0◦, 5◦, 10◦. It is because since the γth is high,
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Figure 5.13: Time slots required for device discovery in ODND and AH with variable δ

it becomes difficult for AH to detect a device because of low BF gain. AH has to scan

maximum time slots (as shown in Fig. 5.13) to detect a device, hence it takes more time

during each Monte Carlo simulation. Whereas, since the BF gain is high for ODND, it can

scan and detect the user within short span (does not need to scan region for maximum time

slots) as shown in Fig. 5.13. It can detect a user quickly as compared to AH, so the DD

is low for ODND. However, for γth > 30dB, even ODND cannot detect the devices because

the BF gain is not enough, so ODND takes more time to scan a region as compared to AH

(as shown in Fig. 5.13). Therefore, the DD is highest for ODND at γth > 30dB.

5.3.2 ODND vs. AF

Fig. 5.14 shows that for lower values of SNR, both ODND and AF performs the same.

However, for γth > 26dB, AF performs better than ODND because AF is scanning one

sector twice which increases the probability of detection. Also, for γth = 40dB, both ODND

and AF show similar results since the γth value is very high and the signal strength for both

ODND and AF is low, hence the PMD is high.
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Figure 5.14: PMD for ODND and AF with variable δ
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Figure 5.15: DD for ODND and AF with variable δ

In Fig. 5.15, for lower values of γth , AF performs better than ODND because AF scan a

sector twice, hence the probability of detection in a short span increases. Therefore, DD is

low. For higher values of γth , AF with δ = 0◦, 5◦, 10◦, performs worse than ODND because
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the separation between two beams is not significant. AF keeps scanning one sector twice,

hence the number of time slots increases as compared to ODND. On the other hand when

δ = 15◦, then the beamwidth is high and AF can scan a region in less time as compared to

ODND, so the DD is low.

5.3.3 Polya’s Necklaces vs. AH
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Figure 5.16: PMD for Polya’s necklaces and AH with variable δ

In Polya’s Necklaces scheme, the length of extended address in reduced i.e. Lpoly = 1. We

analyze both Polya’s Necklaces and AH schemes with respect to this new length. Fig. 5.16

shows that the PMD is the lowest for Polya’s scheme because BF gain is high. All antenna

elements combine to form one beam at TX and RX, therefore the signal strength is higher

for Polya’s Necklaces. Whereas, the AH utilizes two simultaneous beams with reduced BF

gain, hence the PMD is high. Fig. 5.17 shows that the DD is low for all values of δ in

AH. It is because the beamwidth increases by increasing δ, hence it takes short time to scan

a region. Whereas, the DD is high for Polya’s Necklaces for all values of SNR. Here all

antenna elements form a beam which is a narrow beam as compared to AH. Therefore, it

takes more time to discover a device. It is to be noted that when the length of extended

address is reduced, the performance of AH is better than both Polya’s Necklaces and ODND

in terms of DD.
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Figure 5.17: DD for Polya’s necklaces and AH with variable δ

5.3.4 Polya’s Necklaces vs. AF

Fig 5.18 shows that for AF with variable δ, the performance is better then Polya’s Neck-

laces. AF scans a sector twice, which increases the probability of detection. Hence, the

performance is better for any value of SNR.

The DD is lowest for AF with δ = 15◦ as shown in Fig. 5.19. It is because the beamwidth is

increased, and it takes less time to scan the region. Whereas, the DD is highest for AF with

δ = 0◦, 5◦ when γth > 35dB because the separation between beams is not significant. The

beamwidth of AF is almost similar to beamwidth of Polya’s Necklaces. Hence, when AF

scans each sector twice, it takes more time to discover a device. Whereas, Polya’s Necklaces

can scan the region quickly, hence the DD is low.

5.3.5 Probability of miss detection and discovery delay vs. SNR

Figs. 5.20 and 5.21 show the behavior of PMD and DD for all schemes with δ = 15◦,

Nr = Nt = 8 and r = 50m, respectively. In Fig. 5.20, it is observed that as the γth
increases, the PMD starts increasing as well due to low BF gain. AH performs the worst

in terms of PMD because the antenna array is split into two parts which reduces the BF

gain as compared to ODND, Polya’s Necklaces and AF. However, AF performs the best due
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Figure 5.18: PMD for Polya’s Necklaces and AF with variable δ
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Figure 5.19: DD for Polya’s Necklaces and AF with variable δ

to time diversity and by utilizing all the antenna elements of the ULA. AFodnd performs

better than AFpoly because the number of time slots is very high in AFodnd as compared to

AFpoly. It takes less time to scan the whole region through AFpoly, hence the PMD is high
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than AFodnd. Fig. 5.21 shows that AHpoly gives the best discovery delay due to reduced

time slots as compared to AHodnd and all other schemes. Whereas, ODND takes more time

to discover a device due to high number of time slots. Since, AFodnd scans a region twice

so the probability of discovering a device in shorter time span increases. Hence, AFodnd
performs better than both ODND and Polya’s Necklaces.
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Figure 5.20: PMD for all schemes

5.3.6 Probability of miss detection vs. Number of antennas

Fig. 5.22 shows the PMD versus the number of antenna elements at both TX and RX. The

values of δ, r and γth are taken as 15◦, 40m, and 38dB, respectively. It is observed that

the PMD is highly dependent on the number of antennas in the ULA. When the number

of antennas is small, the device discovery is not possible because the BF gain is very low.

Hence, the PMD is very high. However, as the number of antenna elements increases, the

BF gain becomes high and the PMD starts decreasing. The AH scheme performs the worst

due to wide beams and low BF gain, whereas, AF outperforms all other schemes due to

narrow beams, time diversity and high BF gain with respect to various antenna elements.
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Figure 5.22: PMD for varying number of antennas

5.3.7 Time slots vs. Distance between RX and TX

Fig. 5.23 shows the number of time slots required to detect a device for variable TX-RX

separation. The values of δ, Nr, Nt and γth are taken as 10◦, 8, 8 and 30dB, respectively.
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Figure 5.23: Time slots required for device detection for all schemes

It is observed that both AFodnd and AFpoly require the least number of time slots for device

detection. Since, AF utilizes the full antenna array and time diversity, hence it can detect

a device quickly when the distance between TX and RX is small. However, as the distance

starts increasing, AFodnd takes more time to scan a region as AFodnd scans twice the time

slots as compared to ODND. On the other hand, all other schemes can scan the entire region

according to the maximum number of time slots as given by (5.2.4). The maximum time

slots for ODND, Polya’s Necklaces and AH is less than AF because of time diversity in AF.

5.4 Conclusions

In this chapter, we have analyzed and compared the performance of different IA schemes, i.e.,

ODND, Polya’s Necklaces and ABP schemes for D2D in mmWave systems. The numerical

results show that the proposed ABP schemes are highly dependent on the beam separation,

δ, that has a significant impact on the DD and PMD performance. AH achieves a lower DD

than all other schemes for higher values of γth and r, whereas, AF outperforms all other

schemes in terms of PMD for a moderate δ value. AF also provides a lower DD as compared

to ODND, Polya’s Necklaces and AH for a lower γth and r. Furthermore, we showed that

the DD is highly dependent on the SNR which contradicts the worstcase DD upper-bound
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proved by ODND algorithm.
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Chapter 6

Optimal Beam Separation in

Auxiliary Beam Pair-based Initial

Access in mmWave D2D Networks

In this chapter, we propose the optimization of beam separation in ABP schemes to optimize

the device discovery process in a mmWave D2D network. BF is employed at both TX

and RX and both TX and RX discover each other through non-sequential scanning of the

desired region. Antenna scan sequences are generated for AH and AF schemes and the

performance is evaluated by varying the separation between a beam pair. This work has

also been published in IEEE Vehicular Technology Conference (2020) [106]. The details are

as follows.

6.1 Beamforming at TX and RX

6.1.1 Auxiliary-Half

BF is implemented at TX and RX through ULA. The radiation pattern for two simultaneous

beams is given as

Yxα = sin(Nx1πd(sin(θ)− sin(φxα))/λ)
Nx1 × sin(πd(sin(θ)− sin(φxα))/λ) , (6.1.1)

Yxβ = sin(Nx2πd(sin(θ)− sin(φxβ))/λ)
Nx2 × sin(πd(sin(θ)− sin(φxβ))/λ) , (6.1.2)
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Figure 6.1: Beamwidth estimation for AH scheme

where x ∈ {TX,RX}, Nx1 and Nx2 are the antenna elements that generate αx and βx,

respectively. For IA, the total scan region of both TX and RX is split into a number os

search sector. Mathematically,

NAH = 180◦

BW ◦
AH

, (6.1.3)

where BW ◦
AH is the beamwidth. BW ◦

AH is calculated by finding the HPBW of both αx and

βx and then determining the minimum and maximum points of both beams as shown in

Fig. 6.1. Mathematically

HPBW ◦
α = 50.8◦

(Nx1dcos(δ/2)/λ) , (6.1.4)

mα = δ

2 ±
HPBW ◦

α

2 , (6.1.5)

where HPBW ◦
α is obtained by equating (6.1.1) or (6.1.2) to 1/

√
2 and solving for θ [102].

δ is the separation between αx and βx and mα ∈ {αmin, αmax}. The starting and ending

points of αx are represented by αmin and αmax, respectively. Similar calculations follow for

HPBW ◦
β and BW ◦

AH is calculated as

BW ◦
AH = [βmin, αmax]. (6.1.6)
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where βmin is the starting point of BW ◦
AH and αmax is the ending value.

The antenna scan sequence and BF direction is calculated by following (5.2.8)- (5.2.12).The

total BF gain of RX and TX is calculated as

GrBF = |Yrα|2 + |Yrβ|2, (6.1.7)

GtBF = |Ytα|2 + |Ytβ|2, (6.1.8)

GBF (dB) = max (GrBF +GtBF )− 3dB. (6.1.9)

The total BF gain is assumed constant in a search sector at a particular time. Hence, the

total antenna gain G is given as

G(dB) = GTX +GRX +GBF , (6.1.10)

The SNR is calculated similar to (4.2.9)-(4.2.11) and the discovery delay is estimated through

(5.2.13).

6.1.2 Auxiliary-Full

A full antenna array is utilized to generate ABP is two different time slots at both TX and

RX. The radiation pattern and beamwidth in different time slots is calculated through Eqs.

(6.1.1)-(6.1.6) by utilizingNx antenna elements in each time slot. The antenna scan sequence

is generated according to (5.2.14)-(5.2.15). The total BF gain is calculated individually for

each time slot, i.e.,

Gα−rBF (t1) = |Yrα(t1)|2, (6.1.11)

Gα−tBF (t1) = |Ytα(t1)|2. (6.1.12)

According to the calculated BF gain in t1, γ is determined according to (4.2.12) and DDAF

is determined by (5.2.13)

6.2 Simulation Results

For optimal beam separation, we analyze the performance of AH and AF in terms of DD

and PMD for variable δ. The value of δ highly impacts the BF gain. For example, when δ

is small the overlapping between αx and βx is high, resulting in increased BF gain. Also,
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TX and RX form beam pairs according to δ and scan the desired region for finite time slots.

Hence, the maximum number of time slots are calculated as

T = L max{prqt, ptqr}. (6.2.1)

It is to be noted that L ∈ {Lodnd, Lpoly}. We have assumed Nx = 6 and the RX-TX

separation is set as r = 250m. The simulation parameters are same as shown in Table 4.1.

6.2.1 PMD with variable δr and δt for AH
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Figure 6.2: PMD vs. variable δt, δr and Lodnd for AH.

Fig. 6.2 shows the PMD for variable δt and δr with Lodnd and γth = 13dB. It is shown that

the PMD is not least when δt = 1◦ and δr = 1◦. However, the minimum PMD is obtained

when δt = 4◦ and δr = 4◦, because for this combination the beams are a bit wide but still

have a high BF gain. The probability of wide beams facing each other is more than narrow

beams. However, for higher values of δ, the beamwidth increases which reduces the BF

gain, thereby, increasing PMD. In Fig. 6.3, the PMD is evaluated utilizing Lpoly and the

optimum value is obtained for δt = 4◦ and δr = 4◦. It is to be noted that the PMD is high

when Lpoly is utilized, i.e., at optimal δ, the PMD is 55% for Lpoly compared to PMD of 3%

for Lodnd. Since, the maximum time slots for scanning a region are less for Lpoly, the beams

scan the region for a short time period, and therefore increases the PMD.
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Figure 6.3: PMD vs. variable δt, δr and Lpoly for AH.

6.2.2 DD with variable δr and δt for AH
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Figure 6.4: DD vs. variable δt, δr and Lodnd for AH.

Fig. 6.4 shows the DD for Lodnd and variable δr, δt. It is observed that the DD is minimized
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Figure 6.5: DD vs. variable δt, δr and Lpoly for AH.

for δt = 5◦ and δr = 5◦. It is because for this combination, the beams are wide but

have a considerable BF gain, hence it takes, on average, less time to detect each other.

The maximum time slots required for this combination is calculated as T = 60 according to

(6.1.7). It is observed that although T = 60 is also the maximum limit for other combinations

where δt > 5◦ and δr > 5◦, yet the DD is not least. It is because, as δ increases, the beams

are more wide but the BF gain is very low. Hence, it takes on average more time slots to scan

before the devices discover each other. Fig. 6.5 shows the DD for Lpoly and the optimum

value is obtained for δt = 15◦ and δr = 18◦. Since, the maximum time slots for Lpoly are less

than Lodnd, it takes less time for beams to scan the entire region. Hence, the DD obtained

at optimum values of Lpoly and Lodnd is 0.01261 sec and 0.1232 sec, respectively.

6.2.3 PMD and DD with variable δr and δt for AF

Fig. 6.6 shows the PMD for AF with γth = 23dB. In AF, two beams are generated by

utilizing the full antenna array in a time-division manner. It is observed that AF shows

similar trend as AH, i.e., PMD is least for δt = 3◦ and δr = 3◦ due to high BF gain. As

the beam separation starts increasing, the PMD also increases. In Fig. 6.7, the optimum

value of DD is obtained for δt = 20◦ and δr = 20◦. DD is minimized for this combination
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Figure 6.6: PMD vs. variable δt, δr and Lodnd for AF.
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Figure 6.7: DD vs. variable δt, δr and Lodnd for AF.

because the beams are very wide and it takes very few time slots to scan the desired region.

Since, AF utilizes all antenna elements so the BF gain is higher than AH and even with

wide beams, the devices can discover each other in a shorter time span.
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6.3 Conclusions

In this chapter, we have studied the performance of PMD and DD with respect to variable

beam separation for AF and AH schemes. Simulation results show that the PMD and DD

are minimized for a suitable combination of beam separation. A minimum beam separation

does not ensure a minimum PMD or DD. The optimal combinations of δt, δr for both PMD

and DD are highly dependent on the SNR threshold, TX − RX separation, number of

antenna elements and the maximum number of time slots allowed for beam sweeping in AH

and AF schemes.
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Chapter 7

Conclusions and Future Work

In this dissertation, we highlight the importance of initial access in a mmWave system. IA

is a mechanism that helps the BS and users to connect with each other for successful link

establishment. Therefore, IA should be a time saving mechanism that helps BS and users

to discover each other as soon as possible. Our analysis revolves around this aspect of IA

where we propose algorithms that help minimize the discovery delay and probability of miss

detection. Some well know IA algorithms such as exhaustive search, iterative search, hybrid

search, auxiliary beam pair-based search are proposed in literature, but they do not cover

the aspects of DD and PMD in a detailed and efficient manner. Our proposed algorithms

focus on the missing aspects in current literature by developing two novel auxiliary beam

pair-based IA schemes in mmWave system. The two algorithms, i.e., auxiliary-half and

auxiliary-full perform beamforming by a suitable combination of antenna arrays. AH splits

the antenna array in two parts, whereas, AF utilizes the full array in a time division manner.

The proposed schemes flow and performance analysis is summarized in different phases as

following.

7.1 Phase 1

Two novel schemes, i.e., AH and AF are proposed, and a complete mathematical model is

presented. Auxiliary beam pairs are formed at the BS side only by utilizing the ULA. The

user utilizes the omnidirectional antenna. The BS performs sequential search algorithm and

discover the user by sweeping the beam-pair in clockwise direction. We develop a mathe-

matical model for the existing schemes in literature as well, i.e., exhaustive and iterative
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search methods. The simulation results show a high dependence on the separation between

the beam pairs for both AH and AF. AH is a balance between iterative and exhaustive

search methods, i.e., it achieves a lower PMD than exhaustive scheme and a lower DD then

iterative method. Moreover, AF performs the best as compared to all other schemes in

terms of PMD. AF also has a low DD than exhaustive method.

7.2 Phase 2

BF is implemented at both TX and RX for a D2D network. The mathematical model

proposed in paper 1 is extended for the RX side as well. We propose novel antenna scan

sequences for both AH and AF schemes. Both TX and RX perform non-sequential search by

the generation of antenna scan sequences. BF is also implemented in the existing techniques

of ODND and Polya’s necklaces for a comprehensive comparison. The simulations results

show that both AH and AF exhibit high dependence on beam pair separation. We also

prove that DD is highly dependent on the SNR, contrary to the worst-case DD upper

bound proposed in ODND scheme. It is shown that AH achieves lower DD as compared

to all other schemes for a reasonable beam-pair separation, high TX-RX distance and high

SNR threshold. Also, for low RX-TX distance, low SNR threshold and considerable beam-

pair separation, AF achieves the least DD than all other schemes. AF also outperforms all

other schemes in terms of PMD.

7.3 Phase 3

For a D2D network, the optimal beam pair separation value that achieves the lowest DD

and PMD is investigated in this paper. AH and AF implement BF at both TX and RX.

The device discovery process takes place thought the generation of antenna scan sequences.

Optimum values of DD and PMD are obtained through a suitable combination of beam pair

separation. It is also proved that the narrowest existing beam separation value at both TX

and RX do not improve the DD in either AF or AH schemes.
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7.4 Future Work

The work in this dissertation can be extended in multiple directions. Some of the proposed

future work ideas are as follows.

• To extend the work of phase 3 by solving an optimization problem for beam-pair sep-

aration. An optimization problem is to be solved that finds an optimal beam pair

combination that maximizes the SNR. A unique combination of beam pair separation

should exist at both TX and RX that minimizes the probability of miss detection.

The optimization problem can be solved through langrage method under certain con-

straints on number of antenna elements, transmit power, TX-RX separation etc.

• The existing work is focused on fixed TX-RX separation and stationary devices. The BF

algorithms can be implemented on mobile devices in the network with random distance

between them. The effect of BF gains and beam pair separation will be interesting

parameters to explore in a mobile D2D environment.

• The BF gain for a D2D network is considered constant in one search sector. This assump-

tion can be modified and BF gain at each point in the desired search area should be

estimated for realistic analysis.

• The consequence of beam misalignment can be another interesting future direction. Cur-

rently it is assumed that whenever the SNR is above a certain threshold value and

TX and RX beams are facing each other, device discovery is successful. However, the

effect of wrong beam pair selection should also be investigated.

• Currently, 2D BF is implemented at TX and RX. This work can be extended for 3D BF

as well, where both azimuth and elevation angles are considered.

• The ABP algorithms should be implemented in a HetNet too. A D2D network with

mmWave system and macro BS can be explored to improve the network capacity and

coverage.
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